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 هاتیجودگراف با مو ساختار از یخاص نوع )KG( 1دانش گراف

 درو هم  يکاودادهدر ، هم یالعنوان  روابط به به عنوان گره و
در یافتن هدف در   مثال عنوان به .]1[ دارد کاربرد نیماش يریادگی

 2سوالپاسخ به هاي سامانه ،]3[استدلال  ،]2[کاربر و آیتم  تعامل
هاي طبیعی کاربرد زبان پردازش و ]5[ 3گرتوصیه هايسامانه ،]4[
  . دارد ]6[

                                                             
 مرورياله: نوع مق 

  نویسنده مسئول *
  )پوريدیوح( vahidipour@kashanu.ac.irرونیک: الکت )هاي(پست

daneshmand@grad.kashanu.ac.ir )دانشمند(  
mazarif@grad.kashanu.ac.ir )فیظر( 

1 Knowledge Graph 
2 Question-Answering systems 
3 Recommender system 

بینی راف دانش، پیشیکی از مسائل اساسی یادگیري ماشین در گ
گانه. بـه محاسبه احتمال وجود یـک سـه است؛گانه جدید سه

هاي موجود در گراف یادگیري گانهاز سه استفاده با دیگر، عبارت
بینی شـوند. اسـتفاده از هاي جدیدي پیشگانهسهو انجام شده 

یـادگیري روش  کیبه عنوان  ،(KGE) 4جاسازي گراف دانش
هـر بـراي  KGE .]7[ اسـت افتهیتوسعه  مسالهماشین در این 

 )5(جاسـازي عدبُکم يبردار شینماابطه یک رهر و  تیموجود
موجود  هايگانهسهاز  يامجموعهحال بر اساس کند. میایجاد 

هاي ایجاد شـده جاسازي ،هاي آموزشی)(دادهدر گراف دانش 
 SFاز تابع امتیازدهی؛ دشونارزیابی می

براي ارزیـابی اسـتفاده  6
کنـد تـا تـلاش می KGEبا اسـتفاده از ایـن ارزیـابی شود. می

                                                             
4 Knowledge Graph Embedding 
5 Embedding 
6 Score Function 
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روابط ایجاد کند (یاد  و هاموجودیت براي را بهتري هايجاسازي
پروسه تکراري دریافت کنند. این  SFدر  بالاتري امتیاز که بگیرد)

یابـد ادامـه د میبـوروي داده آموزشـی بهتا زمانی که عملکرد 
خص است یـادگیري بهتـرین طور که مشهمان خواهد داشت.

مناسـب  SF گراف دانش، نیازمند تابع امتیـازدهی جاسازي در
بتنی بر شبکه پتري فازي نیز هاي مهمین راستا، روش دراست. 

 بنیـان معرفـیهاي دانشهاي سیستمسازي پیچیدگیمدل براي
هاي اند با اسـتفاده از مـدلوانستهها ت، که این روش]8[ اندشده

میزان پیچیدگی قوانین و استنتاج رفتـار آنهـا را  مراتبی، سلسله
  .کاهش دهند

بـه دلیـل ماهیـت بینـی پیونـد پیش هاي اجتماعی نیز،شبکه در
افزایش مستمر اعضا و پیونـدها از اهمیـت  ها ودینامیک شبکه

بـه دلایـل  ت. این پیوندها ممکن اس]9[ بالایی برخوردار است
هایی براي بازیابی و پیشگویی دست بروند و روش مختلف از

هاي ینـی پیونـد در شـبکهبدر زمینـه پیش. اندآنها پیشنهاد شده
هـاي مبتنـی بـر هاي دانش، استفاده از روشگراف اجتماعی و

گسترش یافته اسـت. بـه نیز  (GNN) هاي عصبی گرافیشبکه
بینی پیوند با استفاده اي پیشبر روشی ،]10[در مقاله  عنوان مثال،

 ارائه شده است کـه بـر SGAE یک چارچوب جدید به نام از
تفاده بهبود یافته است. این روش با اس هااساس مفهوم زیرگراف

ویژگی جفت  بردار استخراج منظور به گرافی عصبی هايشبکه از
بینـی پیونـدها، عملکـرد با هدف بهبود دقـت در پیش و هاگره

هاي نشان داده است. مقایسههاي پایه نسبت به روش راي بالاتر
 SGAE دهد که چـارچوباین تحقیق نشان می شده در انجام

-F1مانند دقـت،  معیارهایی توجهی دربهبود قابل توانسته است

Score  فراخـوانی نسـبت بـه -تنمودار صـح ساحت زیرم و
بخـش تواند الهـامکه این موضوع می ایجاد کند هاي پایهروش

 . هاي دانش نیز باشدهاي جدید در گرافتوسعه روش

هاي مختلف جاسازي توضیح روشهدف این مقاله، بررسی و 
خود داراي سه دسته کلی  کهباشد می 1محورامتیاز گراف دانش 

) 2( ،2ايهاي فاصـلهمبتنـی بـر مـدل هـايروش) 1(باشد: می

                                                             
1 Score function based 
2 Translational distance models 

اي مبتنی ه) روش3(و  3خطیسازي دو مدلهاي مبتنی بر روش
هـا و اي میـان روشمقایسـه پـس از آن. 4هاي عصبیشبکه بر

  دهیم.هاي مذکور انجام میدسته
قسمت دوم بـه ساختار مقاله در ادامه به صورت زیر است. در 

هاي شدر بخش سوم روشود. سی مفاهیم اولیه پرداخته میبرر
کامل مورد بحث و بررسی قـرار جاسازي امتیاز محور به طور 

هاي بحث شده در بخش سوم وشبخش چهارم ردر  یرند.گمی
هاي مختلف مورد مقایسـه اساس معیارها و مجموعه دادهرا بر 

  دهیم.قرار می

  . مفاهیم اولیه2
بخش به بحث و بررسی مفاهیم اولیه در حوزه گراف دانش این 
  پردازد.می

  گراف دانش. 2.1
ܩ چهارتایی با دانش گراف یک = شود می تعریف (ܶ,ܴ,ܧ,ܸ)

 مجموعـه ܴهـا، یالمجموعـه  ܧها، مجموعه گره ܸآن که در 
 الیهر  گراف دانش در ها است.انواع گره مجموعه ܶو  هارابطه

یا ) تالی،  رابطه: (سرآیند، شودینشان داده م 5گانهصورت سه به
)Head ،Relation ،Tailصـورت خلاصـه بـه گانه به ). این سه

هر کـدام  Tailو  Head د.نشوینشان داده م ݐو  ݎ ،ℎترتیب با 
نیز رابطه بین  Relationموجودیت باشند و گره یا یک توانند می
گانه تشکیل یک حقیقت است؛ این ترکیب سه موجودیت دو این

  دهد.را می
شود و هر گانه ساخته میاد زیادي سهگراف دانش، بر اساس تعد

دانش است. به عنوان مثال  یک حقیقت در دنیايگانه بیانگر سه
ح را در نظر بگیرید. واضـ» علی پدر حسن، راننده است«جمله 
نام پدر حسن، «حقیقت است: دو  داراي ساده جمله این که است

ایـن دو حقیقـت، بـه . »علی یک راننـده اسـت«و  »علی است
(علی، شغل، راننده)، (علی، پدر، حسن) و (حسن،  هايگانهسه

ها گراف دانش زیر به گانهبا این سه. شوندیتبدیل م پسر، علی)

                                                             
3 Bilinear models 
4 Neural network based models 
5 Triple 
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  دست خواهد آمد:
ܸ = ,”علی“}  ,”حسن”  {”راننده”
ܧ =  {(”راننده“و”علی“) ،(”حسن“ و ”علی“) ،(”علی“ و ”حسن“) }

ܴ = ,”شغل“}  ,”پدر”  {”پسر”

ܶ = ,”انسان“}   {”شغل“

و ، یک مثال از گراف دانش در حوزه دانشگاه ها )1( در شکل
 مقالات ارائه شده آمده استو  علمی هیئت اعضاي بین تعاملات

تمام اشیا (مانند مقالات، موسسات، نویسندگان) به عنوان . ]11[
دو موجودیـت  شوند.نمایش داده می AceKG ها درموجودیت

هاي معمول هر ویژگی یک رابطه داشته باشند.هم،  باتوانند می
گـر متغیرهـاي ها و دیتهها، رشـشامل اعداد، تاریخ موجودیت،
در هــاي مشــابه موجودیت شــوند.نمــایش داده می ســاده، نیــز

کلاس  پنج AceKG مجموع، در شوند.می بنديگروه هاییکلاس
 یسندگان،نو مقالات، کند:می تعریف را آکادمیک هايموجودیت از

هـا، شـامل واقعیت و موسسـات. هاي مطالعاتیحوزه ها،مکان
ها، یت و روابط بین موجودیتموجود هاي پرکاربرد هرویژگی

  .شوندها در نمودار دانش توصیف میگانهبه صورت سه

  
  ناهمگون دانش گراف یک از تصویري مثال یک :)1( شکل

  کاربردهاي گراف دانش. 2.2
هاي دانش داراي کاربردهاي فراوانی هستند که در ادامـه گراف

  :]12[شود صورت نمونه اشاره میبه دو کاربرد آن به
اگر گراف دانشی وجود داشته باشد که در  الف) ارائه اطلاعات:

هـا همچنین بازیگران فیلمآنها و هاي ها و کارگردانآن نام فیلم
ها واع کوئريدهی به انتواند براي پاسخآمده باشد، این گراف می

هاي کارگردان فیلم مثال نام تمام فیلم عنوان به باشد، استفاده قابل
گونه اطلاعات از طریق ساخت گراف دانش و  این. »تایتانیک«

  قابل ارائه هستند. آنهاتحلیل 
با استفاده  تسوالا به پاسخ ،یسنت طور به سوالات: به پاسخ ب)

 صـفحه او یـ مـتن ،پاراگراف مانند ساختار بدون از محتواهاي
 ییهاستمیس نیچن یاکتشاف يهاتیقابل شود.انجام می ایپد یکیو

 کی داشتنبا  مثال، عنوان به ،است شده داده وايمحت به محدود
با  تواندیمکاربر  کی نیشتیان آلبرت مورد در پدیایکیو صفحه

 تولـد محـل »؟کجاسـت متولـد نیشتیان آلبرت«پرسیدن سوال 
 نیا مورد در شتریب تسوالا دنیپرس اما. آورد دست به را انیشتین

 جینتا »)کنند؟یم یزندگ امِیواِل در نفر چند« مثال، عنوان به( شهر
 يسـاختار نهیشیپ به ما حالت، نیا در .گردانندیبرنم را یمناسب

  آورند.براي ما به همراه می دانش هايگراف که میدار اجیاحت

  هاي دانش در دسترس عمومگراف. 2.3
دانش متنوعی را  هايهاي بزرگ فناوري اطلاعات، گرافشرکت

استنفورد نیز به تازگی مجموعه  همچنین دانشگاهاند. ارائه کرده
ها ارائه کرده و ارزیابی الگوریتم هاي متنوعی را براي آزمونداده

صورت  شود که بهبه چند گراف دانش اشاره می در ادامه. 1است
  شده است:عمومی ارائه 

بـر دانش توسط شرکت گوگـل و  این گراف :2بیسالف) فري
اولین بار د شده است. پدیا تولیهاي موجود در ویکیاساس داده

                                                             
هاي بیولـوژیکی پدیا و دادهشامل دو گراف دانش بزرگ مرتبط به ویکی ١

قابل  https://ogb.stanford.edu/docs/dataset_overviewهستند که در 
 دسترسی است.

2 FreeBase 
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 2016توسعه آن در سال  ایجاد شده و 2007این گراف در سال 
 38میلیون گره،  50ل بیش از است. این گراف شاممتوقف شده 

نه است. با ایـن حـال گامیلیارد سه 3نوع رابطه و بیش از هزار 
گراف کامل نیستند. به عنوان مثال  این در هارابطه از زیادي بخش

اند، فاقد از تمام اشخاصی که در این گراف ثبت شدهدرصد  78
هستند. » تاریخ تولد«فاقد  آنها درصد 93 و هستند »ملیت« ویژگی

همین دلیل لزوم توسعه ابزارهاي تکمیل گراف، ضروري بـه به 
  رسد.نظر می

که توسط  گراف دانش بسیار بزرگ و زندهیک  دیتا:ب) ویکی
مچنان در حال گسترش است شده و هپدیا ارائه مجموعه ویکی

]13[.  

دو گـراف دانـش  این :WikiKG22و  BioKG1ها گراف ج) 
ورك کـه در فـریمهایی هستند وعه تمام مجموعه دادهزیرمجم

OGB يرو يارابطـه يریادگیـ نکهیا يبرا. ]14[اند شده ارائه 
 کیـاستانداردتر و قابل تکرارتر شود،  ی،پزشکستیز يهاداده

شده دانشگاه استنفورد ارائه  توسط دیجد یکیلوژویب دانش گراف
از  دهشـ انتخـاب يارابطـه يهـااز داده ياکـه مجموعـه است

 يهابـا شناسـه کپارچـهی یرا در قالب باز یکیولوژیب يهاگاهیپا
 ogbl-biokg. مجموعه داده دهدیهم ارائه م مشترك و مرتبط به

با  ران،آقاي لسکووك به همراه همکا دانش است که گراف کی
 سـتیز يهـااز مخـازن داده يادیـز تعداد يهااستفاده از داده

است:  تینوع موجود 5شامل گراف،  نیا .اندهکرد جادیا یپزشک
 10533)، داروها (17499ها (نیپروتئ گره)، 10687ها ( يماریب

 نیپـروتئ يهـاگـره)، و عملکرد 9969( یگره)، عوارض جانب
وجـود دارد کـه دو نـوع  میرابطه مستق نوع 51گره).  45085(

نـوع تـداخل  39ه کند، از جملـیمتصل م را به هم تیموجود
 -دارو نیو همچنـ ن،یپـروتئ-نیتعامل پروتئ نوع 8دارو، -دارو
-روابـط عملکـرد و نیپـروتئ -دارو، دارو یجـانب اثر ن،یپروتئ

شوند، یجهت دار مدل م يهاهبه عنوان لب هارابطه عملکرد. همه
را بـه هـم  کسـانیکه انواع موجودات  یروابط اآنه انیدر م که

دارو، -دارو ن،یپـروتئ-نیعنوان مثال، پـروتئ د (بهنکنیمتصل م

                                                             
1 BIOKG 
2 WIKIKG2 

ها دو به عنوان مثال، لبه متقارن هستند، شهیعملکرد) هم-عملکرد
 ستیز قاتیمربوط به هر دو تحق داده مجموعه نیا هستند. جهته

موعـه ، مجML یسمت اساس در است. ML يادیو بن یشکپز
ناقص بـا مشـاهدات  KG کی تیریدر مد را ییهاچالش ،داده

است که مجموعه  لیدل نیبه ا نیا .کندیارائه م یمتناقض احتمال
از  اسـت کـه یناهمگن يهاشامل برهمکنش ogbl-biokgداده 

 نیپروتئ-نیپروتئ يهامثال، برهمکنش عنوان (به یمولکول اسیمق
از  ییهـاگزارشال مثن به عنوا( تیتا کل جمع سلول) کی در

 کیـدر  مـارانیتوسـط ب ناخواسته تجربه شده یعوارض جانب
 KGها در گانهسه ن،یعلاوه بر ا .شودیکشور خاص) را شامل م

 يهـایاز جملـه بـازخوان نان،یسطوح مختلف اطم با یاز منابع
 يهاتوسط انسان، و ابرداده شده میتنظ يهایسینوهیحاش ،یتجرب

  .ندیآیطور خودکار به دست م شده بهاستخراج
در حوزه  یگراف دانش تخصص کی :AceKG3 دانش گراف د)

از مقـالات،  يااطلاعـات گسـترده است که یقاتیو تحق یعلم
. شودیرا شامل م یقاتیمؤسسات و موضوعات تحق سندگان،ینو
پـروژه  کیـبـه عنـوان  2019بار در سال  نیولا که گراف نیا

 ونیلیم 10مقاله،  ونیلیم 200از  شیب شامل ،شد یمعرف یقاتیتحق
مقالـه و -سـندهیروابـط نو است و سسهوهزار م 20و  سندهینو
پـروژه فـراهم  نیاهدف ا .دهدیرا پوشش م موسسه-سندهینو

و کـاوش  لیـتحل يگراف دانش بزرگ و جامع برا کیکردن 
 يهاکیگراف از تکن نیدهندگان اتوسعه .است یعلم يهاداده

استفاده کردند تا  نیماش يریادگیو  یعیطب زبانپردازش  شرفتهیپ
 یو سـاختارده يآورمنابع مختلف جمـع را از یعلم يهاداده

  از قرار زیر هستند: AceKGروابط در  نیترمهمبعضی از  کنند.
اند نوشته که یرا به مقالات سندگانیرابطه نو نیا :مقاله-سندهینو

کمـک  یلمـع يهمکـار يهاشـبکه لیبه تحل و کندیمتصل م
  .کندیم

مقالـه در  کیکه  دهدیرابطه نشان م نیا :مجلهکنفرانس/-مقاله
 يرگذاریثات یو به بررس منتشر شده استمجله  ایکدام کنفرانس 

  .کندیمنابع انتشار کمک م تیفیمقالات و ک
 یسساتوو م سندگانینو نیارتباط ب ،رابطه نیا :موسسه-سندهینو

                                                             
3 Academic Community Exploration Knowledge Graph 



  19- 2، صفحه 2، شماره 14مجله محاسبات نرم، جلد /  6

 لیـو بـه تحل دهـدیمـ شینمـارا  کننـدیم تیفعال آنها که در
  .پردازدیم یعلم قاتیتحق یو سازمان ییایجغراف یپراکندگ

رابطه مقـالات را بـه موضـوعات  نیا ی:قاتیموضوع تحق-مقاله
موضوعات  و روندها ییشناسا به و کندیم متصل مرتبط یقاتیتحق

  .کندیکمک م یعلم قاتیداغ در تحق
AceKG امکـان  انیدانشـجوروابط متنوع به محققـان و  نیا با

کننـد و  دایـپ یدسترسـ یبه اطلاعات علم یبه راحت تا دهدیم
  .کنند لیرا تحل یعلم يهاشبکه

  هاي جاسازي گراف دانشتکمیل گراف با روش. 3
هـاي انش، کامل نیسـت و دادهکه گفته شد، گراف دطور همان

در گـراف دانـش  آنهاهاي مرتبط با زیادي هستند که لبهبسیار 
هاي دیگر قابل اساس لبه بر هالبه این از بعضی .]15[ داردن وجود

 (حسن، به دنیا آمده، تهران)دس هستند. به عنوان مثال اگر لبه ح
براي حسن رابطـه ملیـت در گراف دانش وجود داشته باشد و 

یـت، ایرانـی) را (حسـن، ملگانه وجود نداشته باشد، آنگاه سـه
گانه متناظر بـا ایـن سـه با اضافه کردن لبهتوان حدس زد و می

  گراف دانش را تکمیل کرد. 
از جاسازي استفاده است.  ݀ویژگی به ابعاد جاسازي یک بردار 

بینی لبه ز طریق پیشبه تکمیل گراف اها و روابط، مناسب گره
» حسن«گره  در مثال قبل با داشتن بردار جاسازيکند. کمک می

که در میـان رسیم میبه برداري » ملیت«و بردار جاسازي رابطه 
هاي مختلف، کوتاهترین فاصله را ملیتبردارهاي جاسازي تمام 

ی آن است که اصل مساله. بنابراین دارد» رانیا«با بردار جاسازي 
در فضاي برداري  که شود پیدا هاییجاسازي روابط و هاگره براي
به دنبال یافتن  KGEهاي چنین معادلاتی برقرار باشد. روش آنها
  هایی هستند.یاد گرفتن) چنین جاسازي (یا

توان را می) KGEهاي گراف دانش جاسازي (به طور کلی، مدل
هـاي روشاي، هاي فاصلههاي مبتنی بر مدلبه سه دسته روش

هاي هاي مبتنی بر شـبکهسازي دو خطی و روشمبتنی بر مدل
صورت جـدا د که در ادامه مقاله، هر دسته به کرعصبی تقسیم 

بندي را به ) این تقسیم2شکل ( .]16[گیرد می قرار بررسی مورد
  تصویر کشیده است.

 
  مقاله در شده بررسی جاسازي هايالگوریتم درختی نمودار :)2( شکل

4 .TDM١ايهاي فاصلههاي مبتنی بر مدل: روش 

ها با الهام از قابلیت تغییرناپذیري نسبت به دسته از الگوریتماین 
ارائـه شـد، بـه وجـود  word2vecاول در روش بار  که 2انتقال
این اصل است که بردارهاي  یک مدل انتقالی، متکی براند. آمده

اي مناسب ک انتقال رابطهها پس از اعمال یموجودیتجاسازي 
ند، به یکدیگر نزدیک اهندسی که در آن تعریف شدهدر فضاي 

ریم با یک حقیقت را دابه عبارتی دیگر، زمانی که خواهند بود. 
حاصله باید  نتیجه رابطه، جاسازي به Head جاسازي کردن اضافه

دسـته قـرار هاي متنوعی در این اشد. الگوریتمب Tailجاسازي 
  شوند.از آنها بررسی می مورد 5گیرند که در ادامه می

4.1 .TransE   
TransE ها را تبدیل به نقاطی در یک تمام گرهکند تا تلاش می

ها را تبدیل به بردارهاي انتقالی تمام رابطه و دهکر بعدي ݀ فضاي
با رابطه  ℎکه اگر یک سرآیند  نحوي به کند. حالت فضاي این در
اي بـرود کـه جمع شود به نقطـه(که یک بردار انتقال است)  ݎ

و همچنین بیشترین فاصله را با  ݐکمترین فاصله را با گره تالی 
,ℎ)صـورت نه بـه گا. سه]17[هاي دیگر داشته باشد گره ,ݎ  (ݐ

ℎبه دنبال معادلـه  TransEشود. پس نشان داده می + ≈ ݎ  ݐ 
  ) تعریف کرد.1( رابطهرا در  توان تابع امتیاز آنلذا میاست و 

                                                             
1  TDM - Translational Distance Models 
2  Translation invariance 

.௥(ℎܨ  )1( (ݐ = −||ℎ + ݎ −  ||ݐ
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تر باشد، مقدار هر چه حاصل جمع سرآیند و رابطه به تالی نزدیک
 شـکلصفر میل خواهد کرد. بیشتر بوده و به سمت این رابطه، 

 گره. در این مثال ]18[است  TransE، نمایانگر یک مثال از )3(
» ایـالات متحـده«گـره به » کشور«با رابطه » واشنگتن دي سی«

ها را طـوي ها و لبهگرهکند تا تمام سعی می TransEرسد. می
، تمام افراد را »ملیت«ده و تبدیل به بردار کند که رابطه آموزش دا

  در گراف دانش متصل کند. آنهاه ملیت حقیقی ب

 
  TRANSE در تیموجود دو و رابطه کی از يبصر نمود :)3( شکل

ا تغییر در سرآیند و یـا زمان یادگیري، تعدادي لبه منفی را بدر 
شوند. لبه منفی یا نمونه هاي آموزشی ایجاد میعنوان لبهتالی، به 
که در حالـت عـادي در شود می هایی گفتهمنفی به لبهبرداري 
آموزش  یی که در فرآیندآنجا دانش وجود ندارند ولی ازگراف 

کنیم. نحوه ها را ایجاد مینیاز به داده غلط یا منفی داریم، این لبه
بـه گفته شد این اسـت کـه تر طور که پیشنیز همان آنهاایجاد 

ش وجـود دارد را گـراف دانـعنوان مثال یک لبه مثبت کـه در 
دهیم. بدین ترتیب یک تالی آن را تغییر میرده و گره انتخاب ک

گردد. سپس تابع ضرر نوشـته منفی براي آموزش ایجاد می لبه
ساز به بازنویسی شده و با استفاده از یک بهینه )2( رابطه در شده

  شود.کردن آن حرکت میسمت کمینه 

ܮ  )2( = ෍ ෍ ߛ] + ݀(ℎ+ ݈. −(ݐ ݀(ℎ′

(ℎ′.௟′.௧ ′)∈ௌ ′(ℎ.௟.௧)∈ௌ

+ ݈. ݐ ′)]ା 

)3(  (ܵℎ.௟.௧)
′ = {(ℎ′. ݈. ′ℎ|ݐ ∈ {ܧ ∪ {(ℎ. ݈. ݐ ݐ(′ ′ ∈  {ܧ

با روابط غیـر هنگام مواجهه  TransEیکی از مشکلات روش 
هاي متعددي روش مشکل این حل براي که باشدمی »یک به یک«

. این ]19[باشد می TransHها شده است. یکی از این روشارائه 
ي روابط مختلف مشکل اختصاص دادن بردارهاروش براي حل 
یک ابرصفحه  ݎاین نوع روابط، براي هر رابطه هنگام مواجهه با 

 ݓو بردار نرمال  translationکند و با استفاده از بردار تعریف می
 ]20[در مرجع کند. آن استفاده می بازنمایی رايب رابطه، به مربوط
بهتري نسـبت بـه عملکرد  TransHشده است که روش  اثبات

TransE هاي مربوط به روش جاسازي ویژگید. دارTransE  با
 در پیوست (الف) آمده است.توضیحات کامل 

4.2 .TransR   
معرفی گردید  TransR، مدل TransEدلیل بعضی مشکلات به 

، آن است که بـه TransEایده و تفاوت اصلی نسبت به  .]20[
شـود. ت مجزا در نظر گرفته میرابطه، یک فضاي حالهر  ازاي

را  ݐو گره تالی جاسازي  ℎکنید که گره سرآیند جاسازي فرض 
,ℎ)گانه دارد. در زمان خوانش سه ,ݎ به  ، بردار سرآیند و تالی(ݐ

 ௥ݐو  ℎ௥) که در آن 4(شوند؛ رابطه یک فضاي دیگر نگاشت می
سرآیند و گره تالی را در فضاي  ي جدید گرهبردارهاي جاساز

دهد. در آن فضاي جدید بردار انتقالی میجاسازي جدید نشان 
وجود دارد. روابط حاکم در ایـن دو فضـاي  آنهامیان  ݎرابطه 

شود دیده می) 4() و شکل 5(رابطه  در آنها بین انتقال و جاسازي
 وجود دارد. Mکه در آن به ازاي هر رابطه یک ماتریس  ]21[

)4(  ℎ௥ = ℎܯ௥      ݐ௥ =  ௥ܯݐ

.௥(ℎܨ  )5( (ݐ = ||ℎ௥ + ݎ −  ||௥ݐ

 
  TRANSR میالگورت در فضا رییتغ نحوه از يبصر نمودار :)4( شکل

) بازنویسی کرد. 6(رابطه توان تابع خطا را در بدین ترتیب می 
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 SGD1ش از رو ܯهـاي ها و ماتریسیادگیري جاسـازيبراي 
ضیحات نیز به همراه تو روش این هايویژگی است. شده تفادهاس

   .آن در پیوست (الف) آمده است

ܮ  )6( = ෍ ෍ )ݔܽ݉ 0. ௥݂(ℎ. (ݐ + ߛ
(௛ᇲ.௥.௧ᇲ)∈ௌᇲ(௛.௥.௧)∈ௌ

− ௥݂(ℎᇱ .  ((ᇱݐ

4.3 .RotatE  
شده است کـه ) نشان داده 7در رابطه ( RotateEتابع امتیاز در 

هر یک از این عملگر است. » 2ضرب هادامارد«در آن  ݋عملگر 
انـدازه را در هـم سان دو ماتریس و یـا بـردار همهاي یکدرایه

شده باشـد،  اگر ماتریس رابطه به درستی تنظیمکند. ضرب می
خش کرده و به یک یک نقطه در فضا چرتواند باعث شود تا می

به همراه توضیحات  هاي این روش نیزویژگینقطه دیگر برود. 
  .]21[آن در پیوست (الف) آمده است 

.௥(ℎܨ  )7( (ݐ = −||ℎ ݎ ݋ −  ||ݐ

4.4 .PairRE  
ضرب هادامارد در تابع از  RotateEمشابه روش این روش هم 

هاي فاوت این روش با روش. ت]22[کند استفاده میامتیاز خود 
دار دو بـرآن است که در این روش بـراي هـر رابطـه دیگر در 

(سـرآیند) و  ℎرابطه مربوط به  آنهاشود که یکی از تعریف می
طـور  نتیجه ایـن باشد. در(تالی) می ݐمربوط به یگري رابطه د

وجود داشته باشد، باید  ݐو  ℎبین  ݎکه اگر رابطه شود تصور می
اي که از نقطهرسیم به آن می  ுݎدر بردار ℎ از ضرباي که نقطه

هم  بارسیم، کمترین فاصله را به آن می ்ݎبردار در  ݐاز ضرب 
) 8(رابطه تابع امتیاز این روش در این نکته را در  هک باشند داشته

  توان مشاهده نمود.می

.௥(ℎܨ  )8( (ݐ = −||ℎ ∘ ுݎ   − ∘ ݐ  ்ݎ   || 

 ்ݎو بـردار دهنده رابطه سـرآیند نشان ுݎ، بردار )8رابطه (در 

                                                             
1 SGD-Stochastic Gradient Descent 
2 Hadamard Product 

، TransEهاي ، روش)5( شکلباشد. دهنده رابطه تالی میشانن
RotatE و PairRE شکل اختلاف این در  کند.می مقایسه هم با را

شـود. جاسـازي بایـد ایـن بین نقاط به دست آمده مشاهده می
کـه آنجایی  ها به حداقل برساند. ازبراي تمام نمونهاختلاف را 

و تنها باشد می TansEه به بسیار شبی TransRتابع امتیاز روش 
به فضاي جدیدي  تفاوت این است که بردارهاي سرآیند و تالی

هماننـد ) نیامده اسـت و 5( شکلآن در شوند، تصویر برده می
  خواهد بود. TransE تصویر

 
  ]TDM ]23 میالگورت سه سهیمقا :)5( شکل

4.5 .TripleRE  
ه است و نسبت بنا شد PairREمبناي الگوریتم این الگوریتم بر  

) آمده 9(رابطه هایی دارد. تابع امتیاز این روش در به آن برتري
  .]24[ است

.௥(ℎܨ  )9( (ݐ = −||ℎ ∘ ுݎ   − ∘ ݐ  ்ݎ   +  ||௠ݎ

ایـن روش تنهـا در بالا مشخص است، رابطه طور که در همان
 .]23[ متفاوت است PairREبا روش  ௠ݎسوم اضافه شدن بردار 

توابع امتیاز الگورتیم با  این براي نیز دیگري هاينسخه که رچنده
تواند سبب شود که فاصله میاند. بردار سوم، عرفی شدهدیگر م

 آنهابه   ்ݎو  ுݎهاي با رابطه ݐو  ℎاي که از نهایی بین دو نقطه
هرچقدر این فاصله زیاد  در نهایتایم، کمتر شود. چرا که رسیده
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و تـابع امتیـاز ند با یک بردار دیگر جمع زده شـده توامیباشد 
  مقدار بیشتري داشته باشد.

در ایـن  TransHهاي متنوع دیگري ماننـد الگوریتم ها وروش
اثبات شده اسـت کـه ایـن اند. سازي شدهوزه تعریف و پیادهح

به  آنهاو عملکرد تجربی  نیستند 3گرتوصیفدسته به طور کامل 
  .]19[ باشدها کمتر مینسبت دیگر مدل

5 .BLM4سازي دو خطیمدلهاي مبتنی بر : روش 

ارتباط  5براي جایگذاريخطی  معادله یک از هاروش از دسته این
در واقـع کنند. می ها از طریق یک رابطه استفادهبین موجودیت

باشد. ابطه جایگذاري شده، یک ماتریس دو بعدي میبازنمایی ر
 بـراي 6حقیقتجاسازي فقط از یک ند فرآیها در طی مدلاین 

ا هکنند و ارتباط با دیگر موجودیتمحاسبه بازنمایی استفاده می
تفـاوت از قیـود هـاي م BLM گیرنـد.و یا روابط را نادیده می

اند تا بهتر با استفاده کرده Rماتریسسازي مختلفی براي تنظیم
 Rدر اینجـارا انطباق دهنـد.  هاي مختلف خودهمجموعه داد

در ادامه باشد. مربوط به جاسازي رابطه می همان ماتریس مربعی
  گیرند.از این دسته مورد بررسی قرار می سه روش

5.1 .DistMult  
ذکـر شـده ) 10(رابطـه دهی مربوط به این روش در تابع امتیاز

  .]25[ است

.௥(ℎܨ  )10( (ݐ =< ℎ. .ݎ ݐ >=  ෍ℎ݅ . ݅ݎ . ݅ݐ
݅

 

دهنده تـالی، رابطـه و به ترتیب نشان ݐو  ݎ، ℎ)، 10( رابطهدر 
باشد. بر نیز ضرب داخلی می آنهابین » نقطه«باشند و سرآیند می

براي محاسـبه  DistMult )، در تابع امتیازدهی10اساس رابطه (
ند، از حاصلضرب یتالی و سرآ گره دو بین رابطه یک وجود امتیاز

دار ویژگـی هاي تالی و سرآیند در بـرویژگی گرهمقادیر بردار 
قابلیت جابجایی دارد، لـذا  عمل ضرب،شود. رابطه استفاده می

                                                             
3 expressive 
4 BLM-Bilinear Models 
5 Embed 
6 Fact 

اشته باشد، بین اي که بین سرآیند و تالی وجود دهر رابطهمسلما 
این جاسازي  هايویژگی داشت. خواهد وجود هم سرآیند و تالی

 است. مورد بررسی قرار گرفتهدر پیوست (ب) 

  CPروش . 5.2
همانند  ]Canonical Tensor Decomposition )CP( ]26روش 
باشد که چند تفاوت یک مدل تجزیه تنسور می DistMultروش 
یک روش ریاضیاتی براي تجزیه هر  کلی طور به CP روش دارد.

تکمیل  مسالهباشد که از آن به طرق مختلف در گونه تنسور می
در مقاله مذکور براي بهبود عملکـرد راف دانش استفاده شده. گ

ساز مقالات پیشین، ابتدا یک تنظیمآن در گراف دانش نسبت به 
سپس هاي اتمی تنسوري ارائه شده است. نرم-݌جدید بر پایه 

گردد که آن را نسبت به انتخاب ارائه می مسالهیک بازنمایی از 
سازد. ترکیب این ه مقاوم میدلخواه روابط تک جهته یا دو طرف

ــهدو،  ــه می روش ارائ ــه را نتیج ــده در مقال ــد. ش ــی از ده یک
یک مدل  CPاین است که  DistMultهاي این روش با تفاوت

 منحصرا DistMultباشد در حالی که تجزیه تنسور عمومی می
براي عمل تکمیل گراف دانش طراحی شده است. بـه عبـارتی 

ی تجزیه هر تنسوري را دارد ولی  ایبه طور کلی توان CPروش 
براي تجزیه تنسورهاي گراف دانش طراحی شده است منحصرا 

بتوانـد از سـاختار خـاص  DistMultشود که که این باعث می
د. تفاوت دیگر دو روش این گراف دانش استفاده کنمربوط به 
 DistMultتر از از نظر محاسباتی پر هزینـه CPروش است که 

اید تنسور بزرگتري را ب CPمر بدین دلیل است که این اباشد. می
تر شـدن تواند باعث گویااما از طرفی این اتفاق میتجزیه کند. 

نتیجه برخی از اوقات  شود و در DistMultاین روش نسبت به 
   کند.پیدا می DistMultعملکرد بهتري نسبت به 

5.3 .ComplEx   
 نیهم. باشند مختلط دعد توانندیم بردارها ریمقاد روش، نیا در

 تفاوت تنها لذا. ]27[ دهدیم شیافزا را جاسازي قدرت مساله
 شرکت اعداد که است نیا DistMult با ComplEx ازیامت تابع نیب

 تنها تینها در و هستند مختلط نوع از ضرب، اتیعمل در کننده
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 ازیامت مقدار عنوان به آمده دست به مختلط عدد یقیحق قسمت
تـابع امتیـاز ایـن  .شودیم گرفته نظر در گانهسه آن يبرا تشابه

  ) آمده است.11( رابطهروش در 

)11(  ௥݂(ℎ. (ݐ =< ℎ. .ݎ ݐ >= ܴ݁(෍ℎ௜ . ௜ݎ . ௜ݐ
௜

) 

م بردارها را صفر در نظر اگر مقدار موهومی در تمابدیهی است 
هـاي را خواهیم داشت. ویژگی DistMultهمان روش بگیریم، 

به این روش در پیوست (ج) مورد بررسی قـرار گرفتـه وط مرب
 است.

5.4 .QuatE  
هـا در گـراف سازي موجودیتهاي یادگیري جاروشاز دیگر 

هاي ارتبـاطی بلنـد تگیسعی بر به دست آوردن وابسدانش که 
. ایـن ]28[کـرد اشـاره  QuatEتوان به روش میمدت هستند، 

 آنهااز عدد هستند که  باشد که نوعیمی 7نهااچهارگ پایه بر روش
 فضا استفاده کرد. در این روش توان براي بازنمایی دوران درمی

ا یـک چهارگـان نمـایش داده گراف دانش بـدر  موجودیت هر
 نهـااها بـا ضـرب چهارگسپس ارتباط بین موجودیتشود. می

چندین مزیت نسبت به دیگر  QuatEگردند. روش بازنمایی می
در گراف دانش دارد. مزیـت اول زي هاي یادگیري جاساروش

هاي بلند مدت را دارد. دلیل آن این ن است که یافتن وابستگیای
بـراي بازنمـایی دوران در فضـا  نهـاااز ضرب چهارگاست که 

تصل کرد توان به یکدیگر ممی را هانادور و نمود استفاده توانمی
ه روش روابط را بازنمایی نمود. دوم اینکهاي طولانی از تا دنباله
QuatE نیز این است  باشد. دلیل آنها میروش از دیگر 8ترگویا
داراي درجه آزادي بیشتري نسبت به اعداد حقیقی و  نهااچهارگ

این روش بتوانـد شود که مرکب هستند. این باعث می یا اعداد
را بازنمـایی کنـد. ها تري از روابط بین موجودیتسیعگستره و

ها دارد. تري نسبت به دیگر روشهبازدهی ب QuatEسوم اینکه 
نظر محاسباتی یک از  نهاانیز این است که ضرب چهارگ دلیل آن

  باشد.عمل بهینه می
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 ]RESCALL، Analogy9 ]29 همچون دیگري مشابه هايروش
  توان در این دسته، بررسی کرد.را نیز می ]SimpleE ]30و 

یگر، د هايو روشهاي بالا قت شود که هر یک از روشباید د
معایب کاملا بستگی به اما این مزایا و  دارد را خود ایبمع و مزایا

که به طور مثال آیا ویژگی  گراف دانش دارد و باید بررسی کرد
اگر وجـود نداشـته در گراف دانش وجود دارد یا خیر،  تقارنی

گـراف ، مدلی مناسب جهت جاسـازي آن TransEباشد، مدل 
 . ]31[ دانش خواهد بود

6 .NNMهاي عصبیهاي مبتنی بر شبکه: روش  
هاي مختلفـی ماننـد داراي دسـتههـا خـود روشدسـته از این 

هاي هـاي شـبکه)، روشDNN( 10عمیـق یـادگیري هايروش
 12هاي بازگشتیشبکههاي ) و روشCNN( 11عصبی کانولوشنی

)RNNخروجی دادن احتمال  هاي عصبیهدف مدلباشند. ) می
هاي روابـط و جاسازياست که ایی هاساس شبکهها برگانهسه

هاي کنند. در روشها را به عنوان ورودي دریافت میموجودیت
هاي عصبی عمیق براي یادگیري الگوها یادگیري عمیق از شبکه

کننـد. بـا یاستفاده مباشد، راف دانش که همان ورودي میاز گ
هاي قسمت آموزش، استفاده از شبکهوجود پردازش سنگین در 

خوبی از خود نشان داده عملکرد  دانش گراف جاسازي رق دعمی
یکی از جدیدترین  ،]32[شده در مرجع  ارائه MLPاست. روش 

باشد. هر دو روش از هاي عصبی میها در استفاده از مدلتلاش
هـا و هاي موجودیتتعداد زیادي پارامتر براي ترکیب جاسازي

ــتفاده  ــط اس ــد. روش میرواب ــبکه  ConvEکنن ــاز ش بی عص
ها بهره افزایش تعامل بین ابعاد مختلف جاسازيکانولوشنی براي 

 RSNهاي بازگشتی، بر پایه شبکه هايروش از یکی .]33[ بردمی
  گیرد. مورد بررسی قرار می 6.1باشد که در بخش می
هاي مختلف، زمینه در عمیق عصبی هايشبکه موفقیت به توجه با

تابع امتیاز مورد  عنوان به بیعص هايشبکه هايمدل این از بعضی
هاي عصبی توانـایی اند. با وجود اینکه شبکهبررسی قرار گرفته
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هاي عصـبی در هاي شـبکهمـدلتوصیفی بالایی دارنـد، ولـی 
عملکـرد سـازي مناسـب، هاي دانش به دلیل عدم تنظیمگراف

ام، الخوبی ندارند. در بین توابع امتیاز موجود، توابع بر پایه بی
گر بـودن، براي توصیف ساس نتایج عملی و تضمین نظريبر ا

  ترین هستند. قوي

   RSNروش . 6.1
اشد. مزیت بهاي بازگشتی میهاي شبکهاین روش یکی از روش

هـا اي از حقیقتخـاطر سـپردن دنبالـهها به این دسته از روش
 کنندها تنها به یک پدیده دقت نمیباشد و مانند مابقی روشمی

دگیري هاي فعلی یاروش سعی بر حل مشکل روش این .]34[
بر یادگیري از  به طور معمولکه هاي دانش دارد جاسازي گراف

هاي شود که نتوانند وابستگیها تمرکز دارند و باعث میگانهسه
ست این ا دست آورند. دلیل آن به را هاوجودیتم بین مدت دراز

کنند نمایی میرا باز ايمسیر رابطهها تنها یک قدم از گانهکه سه
تواند متاثر از روابطش بـا معنی یک موجودیت میدر حالی که 

حل ایـن  برايیی باشد که چند قدم فاصله دارند. هاموجودیت
هاي بازگشـتی پرشـی نام شـبکهمشکل، نویسندگان روشی به 

)RSNs .ها نوعی شبکه عصبی بازگشتی این شبکه) ارائه کردند
هاي ارتباطی بلند مدت را ري از وابستگیهستند که قابلیت یادگی

سـیرهاي ارتبـاطی کـه اي مابتدا بـا سـاخت دنبالـه آنهادارند. 
کنند، کار یکدیگر متصل میدر گراف دانش به ها را موجودیت

با توجه و در نظر گرفتن  RSNنمایند. سپس شروع میخود را 
بینـی موجودیـت ، پیشآنهـاهاي قبلی و ارتباط بین موجودیت

  گیرد.عدي در دنباله را یاد میب

  ها. مقایسه روش7
 یمختلفـ يهامطالعه از دسـته نیا يانتخاب شده برا يهامدل

نتخاب کرده و براي مقایسه آنها، چند مجموعه داده را ا. هستند
. سـپس جاسـازي کنیمروي آنها، اجرا میها را بر تمامی روش

ایج را بـا هـم با معیارهایی سنجیده و نتحاصله از هر روش را 
مقایسه کرده و در نهایت تفسیري از نتایج به دست آمده ارائـه 

  دهیم.می

  معیارهاي ارزیابی. 7.1
با استفاده از  اکثرا هاي دانش،هاي مختلف جاسازي گرافروش
 يبرا ي بسیاريارهای. معشوندیم یابیارز لبه ینیبشیپ هايتسک

به طور حال،  نیگراف دانش موجود است؛ با ا جاسازي یابیارز
شده  میرتبه تنظ نیانگی)، مMRرتبه ( نیانگیم يارهایمع معمول

)AMRــ)، م ــوس ( نیانگی ــرخ معک در  تیــ) و موفقMMRن
(Hits@K)  در ادامـه دو  .شوندیاستفاده م ها،بررسی روشدر

  کنیم.را بررسی می Hits@Kو  MMRمعیار 

  MRRمعیار . 7.1.1

براي ارزیابی  آماريیک معیار  13بندي متقابلمعیار میانگین رتبه
ناشـی از محتمـل،  هـايلیستی از جوابهر پردازشی است که 

دهد که این لیست بر به ما خروجی میها را اي از کوئرينمونه
رتبه دو طرفه یک احتمال درست بودن مرتب شده است.  اساس

باشد. براي جواب کوئري، وارون ضربی اولین پاسخ صحیح می
ଵرتبه اول 
ଶ

ଵبراي رتبه دوم  
ଷ

تبه سوم و الی آخر. میانگین براي ر 
هاي دو طرفـه نتـایج بندي متقابل یا دو طرفه، میانگین رتبهرتبه

) 12( رابطهباشد که در می ܳهاي اي از کوئريمربوط به نمونه
  باشد.قابل مشاهده می

براي  مرتبط 14به رتبه اولین سندمربوط  ௜݇݊ܽݎرابطه که در این 
  باشد.ام می iکوئري 

  H@10معیار . 7.1.2

زیابی ، یک معیار ارH@Kو یا به طور مختصر  Hits@Kمعیار 
بینی اول مدل پیش K در صحیح بینیپیش کردن پیدا احتمال براي
 Hits@K .گیردمی قرار 10 برابر K مقدار معمول طور به باشد.می

بینی صحیح رابطه دقت یک مدل جایگذاري در پیش دهندهنشان
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) رابطه مربوط به این معیار 13( رابطهگانه است. در بین دو سه
  باشد.قابل مشاهده می

ܭ@ݏݐ݅ܪ  )13( =  
ݍ}| ∈ ܳ ∶ ݍ < ݇}|

|ܳ| ∈ [0.1] 

کنندگی بهتر بینیدهنده قدرت پیشنشان Hits@Kمقادیر بیشتر 
  است.

 آزمایشات . 7.2

، بر اندشدههایی که در این مقاله بررسی روش ترینبرخی از مهم
اند. افزارهاي مختلف ارزیابی شدهها و سختروي مجموعه داده

  شوند.در ادامه نتایج این آزمایشات شرح داده می

 هامجموعه داده. 7.2.1

OGB، مقیـاس هاي بنچمـارك بـا اي از مجموعه دادههمجموع
یـادگیري براي استفاده از د که باشاقعی و گسترده میبزرگ، و

هاي مجموعه دادهشوند. ها بکار گرفته میماشین بر روي گراف
OGB  ،پـردازش و توسـط به صورت خودکار بارگیريOGB 

Data Loader گردند. دو مجموعه داده بندي میتقسیمBioKG 
تر، موجودند که براي ارزیابی به در این چارچوب WIKIKG2و 

هاي مختلف بر روي این دو مجموعه داده اجرا شدند تا روش
) مشخصات مجموعه 1جدول (بتوان نتایج را باهم مقایسه کرد. 

  دهد.ها را نشان میداده

  هاداده مجموعه مشخصات ):1( جدول
 مجموعه داده هاتعداد موجودیت روابط انواع تعداد تعداد روابط

141,442 18 40,943 WN18 

484,142 1,345 14,951 FB15k 

86,835 11 40,943 WN18RR 

272,115 237 14,541 FB15k237 

1,079,040 37 123,188  YAGO3-10 

5,088,434 5 93,773 BioKG 

17,13,181 535 2,500,604  WIKIKG2 

از هاي مختلف نیز روش ،]35[ )5(تا  )3(همچنین در جداول 

و  MRR ،H@1اي معیارهـ نظر ازهاي بحث شده روش جمله
H@10 هـاي در مجموعه دادهWN18 ،FB15K   وWN18RR 

  اند.شده پررنگ. نتایج بهتر اندگرفته قرارمورد مقایسه 

ها بر روي یک آزمایش اول: بررسی اجراي الگوریتم. 7.2.2
  مجموعه داده یکسان

هاي مختلف بر روي مجموعه داده آزمایش، نتایج روشدر این 
BioKG قابـل مشـاهده  )2(نتایج در جـدول ند. شوبررسی می

نوع رابطه متفاوت  5شامل  BioKG. مجموعه داده ]36[ هستند
طور کـه . هماناست دارو، غیره)-پروتئین، دارو-مانند (پروتئین

هایی موجود هسـتند کـه مجموعه داده، دادهمشخص است در 
بـر روي پـروتئین » لفا«به عنوان مثال پروتئین رن هستند. متقا

دهی و اثر دارد و بالعکس. از آنجایی که ماهیت تابع امتیاز »ب«
بـالطبع را مدل کنـد، » تقارن«تواند ویژگی نمی TransEروش 

هاي آموزشی هستند که این روش به هیچ وجـه، قـادر بـه داده
ین امتیاز در بین تمام یادگیري آنها نیست و به همین سبب کمتر

ا نداشته و به این نقص ر RotatE دارد. تعلق TransE به هاروش
هـاي روشعملکـر بهتـري دارد. TransEهمین دلیل نسبت به 

ComplEx  وDistMult هاي بعدي قرار دارند که متعلق در رده
از سیستم اعداد  ComplExهستند. از آنجایی که  BLMبه دسته 

 DistMultروش کند، برتري نسبی، نسبت به اده میمختلط استف
هاي نسبت به روش BLMهاي عملکرد روش کلی، طور به دارد.

TDM  بهتر است اما روشPairER  به دلیل تابع امتیازدهی بهبود
  است.وطرفه خود، نتایج بهتري کسب کرده یافته و د

هاي مبتنی ، روش]35[ AutoSFو  ]AutoBLM ]37هاي روش
ها در ها و ارتباط بین دادهجستجو هستند. از آنجایی که دادهبر 

توان انواع می هم متقاوت است، لذاهاي مختلف با داده مجموعه
به صورت خودکار بر روي مجموعه داده هاي مختلف را روش

و سپس را به عنوان پاسخ ارائه داد  روشبررسی کرده و بهترین 
دلیـل امتیـازات با این پاسخ تولید کرد. به همین  ها راجاسازي

  آید.ها به دست میها در این روشبهتري نسبت به بقیه روش
است که بهبودهایی  PairRE، مبتنی بر روش TripleREروش 

به دلیل تابع امتیـاز ابع امتیازدهی آن انجام شده است. بر روي ت
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، از بقیـه پارامترهاي آموزشی ایـن روشپیچیده در این روش، 
  رود.یند آموزش کندتر جلو میها بیشتر است و فرآروش

  BIOKG داده مجموعه يرو بر مختلف يهاروش جینتا ):2( جدول

 روش
MRR 
 آزمون

MRR 
 تعداد پارامترها  اعتبارسنجی

AutoBLM-KGBench 8536/0 8548/0 104/047/192  

ComplEx-RP 8492/0 8497/0 000/750/187 

TripleRE 8348/0 8360/0 002/630/496 

AutoSF 8309/0 8317/0 000/824/93 

PairRE 8164/0 8172/0 000/750/187 

ComplEx 8095/0 8105/0 000/648/187 

DistMult 8043/0 8055/0 000/648/187 

RotatE 7989/0 7997/0 000/597/187 

TransE 7452/0 7456/0 000/648/187 

ها بر روي سه بررسی اجراي الگوریتم آزمایش دوم:. 7.2.3
  مجموعه داده مختلف

 WN18RR، FB15K داده مجموعه سه روي بر مختلف هايروش
ارائـه شـده  )5(تا  )3(جداول  اجرا شده و نتایج در WN18و 

مجموعـه  هاي امبدینگ دروریتمتفسیر نتایج مختلف الگ .است
هاي ذاتی بین این مجموعه هاي مختلف نیاز به درك تفاوتداده
بـه  ادامـهدر  .ها داردها و خصوصیات هر یک از الگوریتمداده

  .پردازیمر نتایج میب آنهایرات ها و تاثبررسی این تفاوت
WN18: یـک گـراف  ازی هایگانهمجموعه داده شامل سـه این
مختلف  روابط زیادي تعداد شامل آن ساختار است. بزرگتر معنایی
هاي روش و عصبی هايشبکه بر مبتنی هايالگوریتم براي که است

مختلف  هايمدل شودمی باعث تنوع این است. مناسب ايترجمه
تواننـد هایی کـه میبه ویژه مـدل کرد خوبی داشته باشند،عمل

  هاي شبکه را در نظر بگیرند.پیچیدگی
FB15K: پایگاه داده  هاي روابط دروعه داده شامل دادهاین مجم

ها و موجودیت شامل تعداد زیادي از است و Freebaseبزرگ 
بـه  ،پیچیـدگی و تنـوع در روابـط ایـن روابط پیچیـده اسـت.

فاده کننـد، بهتر از روابط پیچیده است توانندمی هایی کهالگوریتم

کند بر ترجمه، کمک می مبتنی هايمدل و خودکار هايمدل مانند
  تا عملکرد بهتري داشته باشند.

  WN18 داده مجموعه يرو بر مختلف يهاروش جینتا ):3( جدول
  MRR  H@1 H@10  مدل  دسته

TDM 
TransH 521/0   -  5/94  

RotateE  949/0  4/94  9/95  

NNM 
ConvE  942/0  5/93  5/95  

RSN  94/0  2/92  3/95  

BLM  

DistMult 821/0  7/71  2/95  

SimplE/CP 95/0  5/94  9/95  

HolE/ComplEx 951/0  5/94  7/95  

Analogy 95/0  6/94  7/95  

QuatE 95/0  5/94  9/95  

Auto  
AutoBLM 952/0  7/94  1/96  

AutoBLM+ 952/0  7/94  1/96  

  FB15K داده مجموعه يرو بر مختلف يهاروش جینتا ):4( ولجد
  MRR  H@1 H@10  مدل  دسته

TDM 

TransH 452/0   -  6/76  

RotateE  797/0  6/74  4/88  

PairE  811/0  5/76  6/89  

NNM ConvE  745/0  67  3/87  

BLM  

DistMult 775/0  4/71  2/87  

SimplE/CP 826/0  4/79  1/90  

HolE/ComplEx 831/0  6/79  5/90  

Analogy 816/0  78  8/89  

QuatE 782/0  1/71  90  

Auto  
AutoBLM 853/0  1/82  91  

AutoBLM+ 861/0  2/83  3/91  

WN18RR: کاهش یافته و بهبود یافته این مجموعه داده نسخه 
WN18 تا  است کرده حذف را تکراري معکوس بطروا که است

کند. این ویژگی  برهاي ساده جلوگیرياز یادگیري بر مبناي میان
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برانگیزتر مراتب چـالش شود که این مجموعه داده بهث میباع
تري هایی داشته باشد که بتوانند روابط پیچیدهباشد و نیاز به مدل

  دهی بهتري داشته باشند.را یاد بگیرند و تعمیم

  WN18RR داده مجموعه يرو بر مختلف يهاروش جینتا ):5( جدول
  MRR  H@1 H@10  مدل  دسته

TDM 
TransH 186/0   -  1/45  

RotateE  476/0  8/42  1/57  

NNM ConvE  46/0  39  48  

BLM  

DistMult 443/0  4/40  7/50  

SimplE/CP 462/0  4/42  1/55  

HolE/ComplEx 471/0  43  1/55  

Analogy 467/0  9/42  4/55  

QuatE 488/0  8/43  2/58  

Auto  
AutoBLM 49/0  1/45  7/56  

AutoBLM+ 492/0  2/45  7/56  

و  TransHها مانند این مدل ):TDMهاي مبتنی بر ترجمه (مدل
RotateE متنوع ماننـد  روابط پیچیده و هایی بادر مجموعه داده
FB15K  وWN18 .اما در مجموعـه داده  عملکرد خوبی دارند

WN18RR دارد تريضعیفتایج نهاي بیشتري دارد، که چالش 
  سازي کنند.زه روابط پیچیده را مدلتوانند به همان انداچون نمی

براي  ConvEهایی مانند مدل ):NNMهاي شبکه عصبی (مدل
 اند.ه و روابط غیرخطی طراحی شدههاي پیچیدیادگیري ویژگی

هایی که تنوع زیادي در روابط دارند ها در مجموعه دادهاین مدل

ا باشند، ام داشته خوبی عملکرد توانندمی WN18 و FB15K مانند
در مجموعه شده است، طور که در نتایج جدول مشخص همان

دهی بهتري دارد، که نیاز به تعمیم WN18RRبرانگیز داده چالش
  .استکمتر موثر 

 DistMultهایی مانند مدل ):BLMهاي باینري و لاجیک (مدل

ها یچیده هستند. این مدلروابط پ سازيمدل به قادر ComplEx و
به ویژه در مجموعه  دارند خوبی عملکرد هاداده جموعهم همه در

  هایی که داراي ساختار پیچیده و چندلایه هستند.داده
+ AutoBLM و AutoBLM هايمدل ):Auto( خودکار هايمدل

توانـایی  هـاي خودکـار و پیشـرفته،ده از روشدلیـل اسـتفا به
ها در این مـدل دهی بهتري دارند.امترها و تعمیمسازي پاربهینه
زیرا قـادر بـه ، اندداشتهها عملکرد برتري ی مجموعه دادهتمام

  ها و روابط پیچیده هستند.انطباق با انواع مختلف داده
هاي در مجموعه داده هاي امبدینگتفاوت در عملکرد الگوریتم

وع روابط در هر به دلیل تفاوت در پیچیدگی و ن مختلف عمدتا
ـــه ـــت. مجموع ـــه داده داده اس ـــدهمجموع ـــاي پیچی تر و ه

تري دارند که بتواننـد هاي قويبرانگیزتر نیاز به الگوریتمچالش
هاي خودکار به سازي و تعمیم دهند. مدلروابط پیچیده را مدل

سازي پارامترهـا، در تمـامی پذیري و توانایی بهینهدلیل انعطاف
  اند.موارد عملکرد برتري داشته

  

چ تعارض منـافعی کنند که هیتعارض منافع: نویسندگان اعلام می
   ندارند.
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  پیوست (الف)

  :TransEي روش هایژگیو
TransE  شده انجامي دوبعداینکه جاسازي در فضاي با فرض 

) امبد 2و2) و رابطه ج (3و3) نقطه ب (1و1باشد و نقطه الف (
  هاي زیر را خواهد داشت:، ویژگیشده باشد

رابطه » ب«با نقطه » الف«تقارن: اگر فرض کنیم که نقطه  .1
نیز با بردار » ب«اگر بخواهیم از نقطه  مسلمارا دارد، » ج«
» الـف«از  دورتـراي بسـیار نقطـهه حرکت کنیم بـ» ج«

 خواهیم رسید.

(1,1) صحیح است  + (2,2) = (3,3) 

 (3,3) + (2,2) = منطبــق » الــف«بـا مختصــات (5,5)
به کند. نمیرا پشتیبانی  تقارنلذا این جاسازي، ، نیست
باشد،  » همکاري« رابطه ،»ج« رابطه شود فرض مثال عنوان

TransE که کارمند  ها را طوري بسازدتواند جاسازينمی
اري داشته باشد و همزمان، اول با کارمند دوم رابطه همک

  داشته باشد. همکاري رابطه اول، کارمند با هم دوم کارمند
جمـع با  وقت چیهگفته شد،  طور که پیش از اینهمان .2

لذا رسیم، تالی، به نقطه سرآیند نمی بردار انتقال رابطه و
 ند.کمیرا پشتیبانی  پادتقارناین جاسازي 

وجود دارد، آیا » ب«و » الف«بین » ج«اي: اگر رابطه آینه .3
تعریـف و » ج«و » ب«را بـین » د«توانیم یک رابطه می

بالا مشخص است  عددي مثال از که طورهمان ؟کرد مدل
تعریف  (2−,2−)را مساوي » د«بردار انتقال توانیم می

 یسیبازنورا توانیم رابطه زیر ا این تعریف میکنیم که ب
 کنیم:

(3,3) + (−2,−2) = (1,1) 

  .کندمیرا پشتیبانی  ايآینهلذا این جاسازي، 
بـه ، کافی است تصور کنیم که تراگذاريبراي بررسی  .4

طـه ما را از نقرابطه یک بردار انتقال داریم که  ازاي هر
لذا اگر تعـدادي رابطـه رساند، سرآیند به نقطه تالی می

بـه یـک نقطـه در  راما  تینهادر پی داشته باشیم درپی
با یـک بـردار انتقـال  مسلمارساند که فضاي حالت می

به این  میمستقبه طور توانیم از نقطه سرآیند ابتدایی می
را پشتیبانی  تراگذاريلذا این جاسازي  نقطه تالی برسیم،

 .کندمی
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این است که اگر » یک به همه«شرط پشتیانی از ویژگی  .5
»A « رابطه»R « را با»B «اشد، بتواند همین رابطه با داشته ب

فـرض کنـیم کـه داشته باشـد. » C«گره دیگري به نام 
 جاسازي زیر وجود داشته باشد:

(1,1)ܣ + ܴ(2,2) =  (3,3)ܤ

حال اگر بخواهیم همین رابطه را با یک نقطه دیگر داشته 
  باشیم خواهیم داشت:

(1,1)ܣ + ܴ(2,2) =  (3,3)ܥ

 یکسـان ، کـاملا»C«و » B«این صورت دو نقطه که در 
بایست یک نقطه باشند که این در می عملدر هستند و 

رابطه یک لذا این جاسازي گراف دانش صحیح نیست، 
  .کندنمیرا پشتیبانی  به چند

  :TransRهاي روش ویژگی
» ب«و » الف«را طوري تعیین کرد که دو نقطه  Mتوان تقارن: می

شوند،  لتبدی جدید ضايف در یکسان نقطه یک به ،M در ضرب با
فضاي جدید هر دو نقطه رابطه یکسان با یکدیگر در نتیجه در 

 کند.را پشتیبانی  تقارنتواند ویژگی می تینهادر دارند و 

در  TransEاي به مانند روش هاي پادتقارن و آینهویژگی .1
 این روش قابل پشتیبانی هستند.

توان طور که در بند اول گفته شد، مییک به چند: همان .2
M تر نقاط در فضاي وري تنظیم نمود که دو یا بیشرا ط

در  آنهـابه فضایی بروند که همه  Mله با ضرب در مسا
بـه همـین جدید در یک مختصات قرار بگیرند.  فضاي
 TransRرا بـا روش » یک به چند«رابطه  توانمیدلیل 

 ي نمود.سازادهیپ

، TransRسازي تراگذاري: به دلیل ماهیت و روش پیاده .3
در جاسازي وجود داشته باشـد،  تواندنمیگی این ویژ
هر رابطه در یک فضـاي مجـزا محاسـبه  اصولاچرا که 

یک فضاي یکسـان توان دو رابطه را در شود و نمییم
 محاسبه نمود.

  پیوست (ب)
 قطعـاکـه توان نتیجه گرفت می 5وضیحات بخش با توجه به ت

طور همیني بوده و سازادهیپدر این جاسازي قابل  تقارنویژگی 
سازي نخواهد بود. ازي قابل پیادهدر این جاس پادتقارنویژگی 

  کنیم:ها را بررسی میدر ادامه، سایر ویژگی
 کی رابطه ،یژگیو کی میبخواه اگر: چند به کی رابطه .1

 :میباش داشته میبتوان دیبا کند یبانیپشت را چند به

< ℎ. .ݎ ଵݐ >=< ℎ. .ݎ ଶݐ > 

ست مقادیر بردار ویژگی تمـام تعیین درتساوي بالا، با 
در  »یک به چند«پارامترها، برقرار خواهد بود. لذا رابطه 

  است. استفاده قابلاین جاسازي 
ــه :يتراگــذار و يریپــذمعکوس .2 ــدل ب ــماه لی ــا تی  نی

 نیـا توسـط هـا،یژگیو نیا که است واضح جاسازي،
 کـه يارابطه هر چون .ستین يسازادهیپ قابل جاسازي
 و یتـال نیب زین رابطه همان باشد، داشته یتال با سرآیند
 .بود خواهد برقرار سرآیند

  پیوست (ج)
ݒهاي مختلط: یک بردار مختلط رسیدگی به جاسازي) 1 ∈  ௗܥ
ݒبا  = ௥௘ݒ + ௥௘ݒاز یک قسمت حقیقـی  ،௜௠ݒ݅ ∈ Ζௗ  و یـک

௜௠ݒ قسمتی موهومی  ∈ Ζௗ ی راي رسیدگب. است شده لیتشک
بعُـدي  2݀توانیم از بردار حقیقـی میهاي مختلط، به جاسازي
௥௘ݒ] استفاده کنیم.  ݒبعُدي  ݀ براي نمایش بردار مختلط [௜௠ݒ.

ℎفرض کنید جاسازي مختلط  = ℎ௥௘ + ݅ℎ௜௠ که ،ℎ௥௘ .ℎ௜௠ ∈

Ζௗ سپس  )ݎ و ݐ براي (همچنینComplEx  صورت توان بهمیرا
  یر توصیف کرد:ز

ܴ݁ ≪ ℎ. .ݎ (ݐ)݆݊݋ܿ ≫=< ℎ௥௘ . ௥௘ݎ . ௥௘ݐ > +
< ℎ௜௠ . ௥௘ݐ . ௜௠ݐ > +< ℎ௥௘ . ௜௠ݎ . ௜௠ݐ
> +< ℎ௜௠ . ௜௠ݎ . ௥௘ݐ > 

وان بـا ـــــتمیهاي دو بعُـدي را نیـز شابه، جاسـازيم طوربه
௥௘ݒ] +   رت دو قسمتی نمایش داد:صوشان داد و به ن [௜௠ݒ

< ℎ. .ݎ ݐ >=< ℎ௥௘ . ௥௘ݎ . ௥௘ݐ > +< ℎ௜௠ . ௜௠ݎ . ௜௠ݐ > 
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ارامترهـاي بـراي اینکـه پبندي مختلـف: ) رسیدگی به تقسیم2
هاي با مقدار حقیقی دوبعدي از جاسازيآموزش را پایدار کنیم، 

 Analogyکنیم. در استفاده می SimplEو  Analogyبراي نمایش 
ℎ෠یـک قسـمت حقیقـی ها به جاسازي ∈ Ζௗ  و یـک قسـمتی

ℎෘ مختلط ∈ Ζௗ صورت توان آن را بهشوند که میي میبندمیتقس
ℎ௥௘] وستهیپهمبهبردار حقیقی  .ෲ ℎప௠ෲ ] ∈ Ζௗ  شبیه بهComplEx 

  شود:صورت زیر تقسیم مینشان داد. تابع امتیاز نیز به 

< ℎ෠. .ݎ̂ ݐ̂ >= ܴ݁(< ℎ෰. .ݐ̆ (ݐ̆)݆݊݋ܿ >) 

ℎ෠، دو بردار جاسازي مستقل SimplEدر  ∈ Ζௗ  وℎෘ ∈ Ζௗ  براي
است. تـابع امتیـاز  شده استفادهنمایش هر موجودیت و رابطه 

  صورت زیر است:حاصله به 
< ℎ෠. .ݎ̂ ݐ̂ > +< ℎ෰. .ݎ̆ ݐ̆ > 

  

 
 


