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  . مقدمه1
ها است. کودك چند براي انسان معمولیک کار  تشخیص شی

آن  آموزش حال با این کند، اشیا تشخیص به شروع تواندمی اههم
این امر مستلزم  است. بوده دشواري کار گذشته دهه تا ترکامپیو به

ها، مانند ماشین( هاي یک شیسازي همه نمونهو بومیشناسایی 
است. به طور  در حوزه دید و غیره) هاي خیابانیها، نشانهانسان

ندي، تخمـین ببنـدي، تقسـیمماننـد طبقه مشابه، کارهاي دیگر
 بینـایی، مشکلات اساسـی در مانند آن حرکت، درك صحنه و

                                                             
 مرورياله: نوع مق 

  نویسنده مسئول *
  )ينوروز( m.norouzi@shahroodut.ac.irالکترونیک:  )هاي(پست

h.hassanpour@shahroodut.ac.ir )پورحسن(  
ali.ghanbari@mazust.ac.ir )يقنبر( 

   .]1[ اندکامپیوتري بوده
ــدل ــیام ــخیص اش ــه هاي تش ــوان مجموع ــه عن ــه ب اي از اولی

 -ساز مانند آشکارساز ویـولا هاي ویژگی دستکنندهاستخراج
ساخته شدند. این  و غیره ]3[HOG(2ها (هیستوگرام ،]2[ 1زجون
هاي ناآشنا به صورت آهسته، نادرست و ها در مجموعه دادهمدل

و  )CNNs( پیچشی. معرفی شبکه عصبی کردندمیعمل ضعیف 
انداز ادراك بصري بندي تصویر، چشمیادگیري عمیق براي طبقه

را تغییر داد. استفاده از آن در چالش شـناخت بصـري مقیـاس 
ــزرگ  ــر ب ــام ]4[ 3توســط الکســنت ،ImageNetنظی بخش اله

ه، یی ماشین شد. امروزتحقیقات بیشتر در مورد کاربرد آن در بینا

                                                             
1 Viola-Jones 
2 Histogram of Gradients (HOG) 
3 AlexNet 
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 درهاي خـودران و تشـخیص هویـت در ماشین تشخیص اشیا
هاي در سال .کرده استیتی و پزشکی کاربرد پیدا کاربردهاي امن

هاي جدید یکبا توسعه سریع ابزارها و تکن اخیر، تشخیص اشیا
بررسی جامع  یک مقاله مروري این است. بوده نمایی رشد شاهد

و معمـاري  بازنمایی اشیا ايیادگیري عمیق مبتنی بر استفاده از
هاي موجود که بررسی حالی در .است داده انجام سبک بنديطبقه

هـا فاقـد بسیاري از آنبا این همه،  .]6[ -]5[، ]1[ کامل هستند
  باشند.میهاي جدید در این حوزه پیشرفت

یافته سـاختارهاي مختلـف مـا بـه طـور سـازمان در این مقاله،
ایم. در مرتبط با آن را بررسی کردههاي ورياتشخیص شی و فن

ط با آن مورد هاي مرتبو چالش بخش دوم، مساله تشخیص شی
و معیارهاي ارزیابی  معیار هايداده مجموعه گیرند.می قرار بحث

، چندین چهاراند. در بخش فهرست شده سوممختلف در بخش 
مـدرن  مورد استفاده در بازنمـایی اشـیا 1معماري ستون فقرات

به سه زیر بخش اصلی  پنجمگیرند. بخش بررسی قرار میمورد 
را  م دسته متفاوتی از بازنمـایی اشـیاشود که هر کداتقسیم می

 هابخش ششم، دسته خاصی از مدلدهند. مورد مطالعه قرار می
در  کنـد.را بررسی میوزن هاي سبکبه نام شبکه بازنمایی اشیا

و تجزیه و تحلیل در بخش هفـتم نهایت بخش مقایسه کارایی 
گیري و کارهاي آینده در انتها و بخـش نتیجه. آورده شده است

 شود.هشتم بیان می

 پیشینه. 2

  له. بیان مسا2.1
است که تنها با  شی يبندطبقه یعیگسترش طب ،شی یبازشناس

 صی. هدف از تشخشودیانجام م ریدر تصو شی صیهدف تشخ
و  شده فیتعر شیاز پ يهالاسک يهاتمام نمونه صیتشخ ،یش

 يهاجعبـه توسـط ریآن در تصـو قیـردقیغ یدگیـگزیارائه جا
 ییاقادر به شناس دیساز باشده با محور است. آشکار فیردهم

                                                             
ها یا مجموعه کابلو  WANصلی در یک شبکه گسترده مسیر ارتباطاتی ا 1

سایر مسیرهاي  و کندر ترافیک مخابراتی را حمل میبیشتر با اتصالاتی که
 .شوندداده از این مسیر منشعب می

و رسم جعبه محدوده در اطراف  شی يهاکلاس يهاتمام نمونه
تحـت  يریادگیمشکل  کیبه عنوان  یبه طور کل که باشد هاآن

مـدرن بـه  شـی صیتشـخ يها. مـدلشـودیمـ دهیـنظارت د
آمـوزش  يبـرا داربرچسـب ریاز تصـاو یبزرگـ يهامجموعه

 یابیـمتعارف مختلـف ارز يارهایمع يدارند و بر رو یدسترس
  شوند. یم

 کلیدي در تشخیص شیهاي چالش .2.2

اسـت،  کرده یرا ط يدر دهه گذشته راه دراز يوتریکامپ یینایب
د. نوجود دار غلبه يبرا ياعمده يهاحال هنوز هم چالش نیبا ا

 یزندگ يها در کاربردهاکه شبکه يدیکل يهاچالش نیاز ا یکی
تنـوع اسـت.  ياتنوع درون طبقـه ،ها مواجه هستندبا آن یواقع

 جیرا نسبتبه  عتیدر طب شی کی يهانمونه نیب يادرون طبقه
 ،ییروشنا انسداد، مانند یمختلف لیبه دلا تواندیم تنوع نیا است.

 تواندینامحدود م یباشد. ظاهر خارج رهیو غ دید هیژست، زاو
کـه  رودیانتظار م. ]6[ داشته باشد شی بر ظاهر يریاثر چشمگ

چرخش داده شوند،  ای ندسخت داشته باشریشکل غ رییتغ ایاش
اطراف  طیمح توانندیم ایاش یبرخ شوند. تار ای شوند داده اسیمق

چـالش سـازند.  داشته باشند و اسـتخراج را دشـوار نامشخص
در  شـی يهـاتعـداد مطلـق کلاس است. هاتعداد دستهدیگر، 

 زیبرانگمساله چالش کیحل آن را به  ،يبندطبقه يدسترس برا
 تیفیشده با ک يگذارعلامت يهابه داده نی. همچنکندیم لیتبد

استفاده کرد. استفاده توان از آن می یکه به سخت دارد ازیبالاتر ن
 یقاتیسوال تحق کیآموزش آشکارساز  يکمتر براهاي از نمونه

  باز است. 

  و معیارهاي ارزیابیها مجموعه داده. 3

  مجموعه داده .3.1
در دسترس هایی که این بخش یک نماي کلی از مجموعه داده

طور معمول براي وظایف تشخیص به  که دهدهستند را ارائه می
  شود. اده میاستف اشیا

1. PASCAL VOC07/12 :هاي شی بصري کلاس چالش
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سـاله بـراي شـتاب  یک تـلاش چنـد )VOC( پاسکال
بخشیدن به توسعه در زمینه ادراك بصري بود. این کـار 

ندي و تشخیص بر روي ببا وظایف طبقه 2005در سال 
دو نسـخه از ایـن  ، امـا]7[ چهار کلاس شی آغاز شـد

بـه عنـوان یـک معیـار ه عمـدبه طـور  که راها چالش
مـورد اسـتفاده قـرار  ،شونددر نظر گرفته میاستاندارد 

 پنج هـزارداراي  VOC07. در حالی که چالش اندگرفته
 بود با برچسب شی هزار 12تصویر آموزشی و بیش از 

تصویر آموزشی  هزار 11ها را به آن VOC12، چالش ]8[
. ]9[ بـا برچسـب افـزایش داد شی هزار 27و بیش از 

دسـته گسـترش داده شـدند و  20بـه  هاي شـیکلاس
بندي و تشخیص عمل نیز در نظـر وظایفی مانند تقسیم

) را mAP( 1دقـت میانگین VOCگرفته شدند. پاسکال 
ــراي  IoU2 5/0 در ــر روي اجتمــاع) ب (ســطح مقطــع ب

  ها معرفی کرد.ارزیابی عملکرد مدل
2. ILSVRC : چالش شناخت بصـري بـا مقیـاس بـزرگ

ImageNet )ILSVRC ]10[،( چالش سالانه در حال  یک
بـود و بـه معیـاري بـراي  2017تا  2010اجرا از سال 

اندازه مجموعه داده  زیابی عملکرد الگوریتم تبدیل شد.ار
کـلاس  1000متشکل از تا بیش از یک میلیون تصویر 

منابع مختلفی از جمله  بندي شد.مقیاس بندي شیطبقه
ImageNet ]11[  وFlikr براي ساخت مجموعـه داده ،

همچنین  ILSVRC اسایی مورد استفاده قرار گرفتند.شن
ي کمـک بـه بـرا IoUمعیار ارزیابی را با کاهش آستانه 

  .کندمی معرفی شناسایی اشیاي کوچکتر
3. MS-COCO: مشترك مایکروسافت در زمینه ( اشیاMS-

COCO ]12[( ین مجموعه داده برانگیزتریکی از چالش
ها یافت شی مشترك در بافت طبیعی آن 91ود است. موج
ها را تواند آنساله به راحتی می 4سان شود که یک انمی

انـدازي راه 2015تشخیص دهد. این مجموعه در سـال 
مجموعه یافته است.  افزایش به مرورشد و محبوبیت آن 

                                                             
1 Mean Average Precession (mAP) 
2 Intersection over Union (IoU) 

دسته  5/3 بیش از دو میلیون نمونه و به طور متوسطداده 
 ایـن روش شـامل رد. علاوه بـر ایـن،در هر تصویر دا

که بیشتر از سـایر  در هر تصویر است یش 7/7 متوسط
شـامل  MS-COCOهاي محبوب اسـت. مجموعه داده

این مجموعه باشد. مختلف نیز می زوایاياز  تصاویري
گیــري عملکــرد انــدازه تر بــرايیــک روش دقیــق داده

و  VOCخلاف پاسـکال بـر و آشکارساز معرفـی کـرد
ILSVCR ،IoU ــا  5/0 را از ــايدر گام 95/0ت  05/0 ه

مقـدار بـه  10سپس از ترکیبی از ایـن  .کندمحاسبه می
کنـد کـه بـه آن دقـت عنوان متریک نهایی اسـتفاده می

بـراي اشـیا  APگویند. علاوه بر این، ) میAPمتوسط (
محاسـبه طـور جداگانـه  کوچک، متوسط و بـزرگ بـه

هاي مختلف قیاسبراي مقایسه عملکرد در مشود که می
  .]13[، ]5[ قابل استفاده است

  معیارها .3.2
کـرد گیري عملاز معیارهاي چندگانه براي انـدازها بازنمایی اشی

 )mAPبا این حال، میانگین دقت ( کنند.آشکارسازها استفاده می
 )IoUدقت از اشتراك بر اجتماع ( ترین معیار ارزیابی است.رایج

اجماع آید، که نسبت مساحت همپوشانی و مساحت به دست می
اي تنظیم آستانه باشد.شده می بینیو کادر مرزي پیشداده مرجع 

خیر.  خص شود که آیا تشخیص صحیح است یاشود تا مشمی
بندي بیشتر از آستانه باشد، به عنوان مثبت واقعی طبقه IoUاگر 
تانه بـه عنـوان مثبـت در زیر آس IoUشود در حالی که یک می

موجـود در  اند یک شـیشود. اگر مدل نتوبندي میکاذب طبقه
نامند. دقت، داده مرجع را تشخیص دهد، آن را منفی کاذب می

کند در حالی که گیري میهاي صحیح را اندازهبینیدرصد پیش
هـاي صـحیح را بـا توجـه بـه داده مرجـع بینی، پیشفراخوانی

) نحـوه محاسـبه دقـت و 2) و (1وابـط (ر کند.گیري میاندازه
   دهد.فراخوانی را نشان می

دقت  )1( =
مثبت واقعی

مثبت واقعی + مثبت کاذب
=

مثبت واقعی

همه مشاهدات
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فراخوانی  )2( =
مثبت واقعی

مثبت واقعی + منفی کاذب
=

مثبت واقعی

تمام داده مرجع
 

طـور  هـر کـلاس بـه يبالا، دقت متوسط برا روابط اساس بر
آشکارسازها،  نیعملکرد ب سهیمقا ي. براشودیمجداگانه محاسبه 

دقـت  نیانگیـبـه نـام م هـا،همـه کلاس نیانگیدقت م نیانگیم
)mAP( یابیـارز يبـرا اریمع کیکه به عنوان  شودیاستفاده م 

  .]5[ کندیعمل م یینها

  هاي ستون فقرات معماري. 4
ساز آشکار ياجزا نیتراز مهم یکی 1راتستون فق يهايمعمار

مـورد اسـتفاده  يورود ریتصو یژگیها وشبکه نیهستند. ا یش
از  یمــا برخــ نجــای. در اکننــدیتوســط مــدل را اســتخراج مــ

مدرن  يستون فقرات مورد استفاده در آشکارسازها يهايمعمار
   .میارا مورد بحث قرار داده

4.1. AlexNet 

و  از هشت لایه قابل تعلیم، پنج لایه پیچشی AlexNet معماري
لایه کاملا آخرین لایه از  است. سه لایه کاملا متصل تشکیل شده

ماکس (بیشـینه فتسـا N-wayکننـده بنـديمتصل به یک طبقه
این روش  .است هاتعداد کلاس Nکه  است هموار) متصل شده

هاي پیچشی چندگانه در سراسر شبکه براي به دسـت از هسته
همچنین از افت فشار کند. هاي تصویر استفاده میآوردن ویژگی

 RELUو 

 آمـوزشتر سریعگرایی تنظیم و همبه ترتیب براي  2
جانشینان مشابه  و AlexNetحالی که  در .]14[کند استفاده می

بـراي  تربر اندازه پنجره دریافتی کوچـک ،]15[آن مانند مقاله 
و زیسرمن اثـرات عمـق  اند، سیمونیانبهبود دقت تمرکز کرده

  ]VGG3 ]16ها اند. آنرا بررسی کرده این معماري شبکه بر روي
را پیشنهاد کردند که از فیلترهاي پیچشی کوچک براي ساخت 

کرد. در حالی که یک هاي مختلف استفاده میهاي با عمقشبکه
اي از فیلترهـاي توان با مجموعـهتر را میمیدان دریافتی بزرگ

                                                             
1 Back-Bone architectures 
2 Rectified Linear Unit 
3 Visual Geometry Group 

ه را به شدت تر به دست آورد، پارامترهاي شبکپیچشی کوچک
شود. این مقاله نشان داد کـه دهد و زودتر همگرا میکاهش می

تواند براي انجام می لایه) 19 - 16چگونه معماري شبکه عمیق (
  یابی با دقت بالا مورد استفاده قرار گیرد. بندي و مکانطبقه

4.2 . ResNets 

تـر عمیـق تـر وهاي عصبی پیچشی عمیـقطور که شبکههمان
نشان دادند که چگونه دقت  ]17[ مرجع نگارندگان درشوند، می

یابد. آنها و سپس به سرعت کاهش می شودآنها ابتدا اشباع می
هاي انباشت شده را براي مانده براي لایهاستفاده از یادگیري باقی

کاهش افت عملکرد پیشنهاد کردند. این امر با اضافه کردن یک 
 شود. این اتصـال یـک عنصـرا محقق میهاتصال فرار بین لایه

دگی بین ورودي و خروجی بلوك است و پارامتر یا پیچی اضافه
 34با  ResNetشبکه کند. نمی اعمالمحاسباتی اضافی به شبکه 

و بـه  )7×7(اساسا یک فیلتر پیچشی بزرگ  ]17[ معمولی لایه
چـک بـا کو 3×3جفت فیلترهاي ( گسترش پیمانه 16دنبال آن 

و در نهایت یک لایه کاملا متصل  ها)ر شناسایی بر روي آنبمیان
 3هاي پیچشـی توان با انباشت لایهاست. ساختار تنگناها را می

تر تطبیـق هاي عمیق، براي شبکه2به جاي  )1×1، 3×3، 1×3(
همچنین نشان دادنـد کـه چگونـه  نگارندگان این پژوهشداد. 

پیچیـدگی بـالاتري نسـبت بـه معمـاري  VGGلایه  16شبکه 
ResNet  .دارد در حالی که دقت کمتري داردResNetه طور ب ها

شوند ده میبندي و شناسایی استفاگسترده در ستون فقرات طبقه
  ها بوده است. بخش بسیاري از شبکهو اصول اصلی آن الهام

4.3 . GoogLeNet/Inception 

 کیشبکه را به عنوان و همکاران اتلاف محاسبات در  يسگد
 يادیـتعداد ز تربزرگ يهامدل .]18[ کردند بیان یاصل چالش

ها ها دارند. آنداده هباز حد  شیببرازش به  لیپارامتر دارند و تما
 يمعمـار يرا بـه جـا یمتصل پراکنده محل ياستفاده از معمار

 نیکردنـد. بنـابرا شـنهادیمسـائل پ نیـحل ا يمتصل برا لاکام
GoogLeNet است که با توده کردن  ياهیلا 22 قیشبکه عم کی

اسـت.  شـده جادیا گریکدی يمتعدد در بالا یافتیدرهاي پیمانه
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با انـدازه  لتریف نیهستند که چند ییهاشبکه یافتیدرهاي پیمانه
عبور کرده  لترهاین فیاز ا يورود یژگیو يهادارند. نقشه کسانی
 نیشبکه همچن نیا .شوندیارسال م يبعد هیلا به و شده الحاق و

کمک  يبرا یانیم يهاهیدر لا یکمک يهاکنندهيبنددسته يدارا
 GoogLeNet .]18[ باشـدیمـ انیبه منظم کردن و انتشار گراد

 یمحاسـبات يهـانشان داد که چگونه اسـتفاده کارآمـد از بلوك
 نیـا عمل کند. نیپارامتر سنگ يهاشبکه گریهمانند د تواندیم

ــدون داده ــاروش ب ــت یخــارج يه ــه دق در  top-5 ،%3/93 ب
 ریکه از سا یحال در افتی دست ]ImageNet ]10 داده مجموعه

 Inceptionروز شده بههاي نسخه بود. ترعیسر معاصر يهامدل
بعد منتشر شـد کـه هاي در سال زین ]20[و  ]19[ مقالات مانند

 ياز کاربردها يشتریب شواهد و دیبخش بهبود شتریب را آن عملکرد
 اصلاح شده ارائه داد. وستهیبه هم پهاي يمعمار

4.4 .ResNeXt 

 شیبا افزا ای مدل کیبهبود دقت  يموجود برا متداول يهاروش
 نیـاز ا کی هر شیحال، افزا نیبا ا عرض مدل بود. ایعمق و 

 شـود،یمدل و تعداد پارامترها م شتریب یدگیچیموارد منجر به پ
و  يز .ابـدییسـود بـه سـرعت کـاهش م هیکه حاش یدر حال

تر و کردند که ساده یرا معرف ResNeXt يمعمار ،]21[ همکاران
از  ResNeXt معماري موجود است. يهامدل گریکارآمدتر از د

و رفتـار  ]VGG/ResNet ]17مشابه در هاي انباشته شدن بلوك
ه شده گرفتالهام  ،]Inception ]20 پیمانه» ادغام-لیتبد میتقس«

 ResNetاست که در آن هر بلوك  ResNet کیاساسا  نی. ااست
. شـودیمـ نیگزیجـا ،ResNeXtماننـد  ،شـروع پیمانـه کیبا 

مشابه هاي پیمانهبا  یافتیو مناسب از در دهیچیپ لیتبدهاي پیمانه
و  يبنداسیکه مق شوندیم نیگزیجا ResNeXt يهادر بلوك

 دیـتاک نیو همکاران همچن ي. زکندیتر مشبکه را آسان میتعم
در بلــوك  یکیتوپولــوژ يرهایمســ یتینــالیکــه کارد کننــدیمــ

ResNeXt بعد سوم، همـراه بـا عمـق و  کیبه عنوان  تواندیم
 بهبود دقت مدل در نظر گرفته شود. يعرض، برا

4.5 .CSPNett 

را در دسـتیابی بـه  قابل توجهیهاي عصبی موجود نتایج شبکه
ها اند. با این حال، آننشان داده ماشینایف بینایی دقت بالا در وظ

و همکاران  1به منابع محاسباتی بیش از حد متکی هستند. وانگ
توان با کاهش بر این باورند که محاسبات استنباطی سنگین را می

 CSPNet2ها یان تکراري در شبکه کاهش داد. آناطلاعات گراد

جریـان  مختلفـی را بـرايکردند که مسیرهاي را پیشنهاد  ]22[
هاي ویژگی را نقشه CSPNetکند. گرادیان درون شبکه ایجاد می

یـک بخـش از بلـوك  کند.م میلایه پایه به دو بخش تقسی در
شبکه پیچشی جزئی (به عنوان مثال، بلوك متراکم و انتقـال در 

DenseNet3 ]23[  یا بلوكRes(X)  درResNeXt ]21[ ( عبـور
ي آن در هـاکه بخش دیگـر بـا خروجی یحال شود درداده می

این امر تعداد پارامترهـا را کـاهش  شود.مرحله بعد ترکیب می
دهـد و دهد، استفاده از واحدهاي محاسباتی را افـزایش میمی

 اجراي آن آسان و به طور کلی کند.می ترآسان را حافظه مدیریت
هاي دیگر مانند اجرا بودن در معماريبه اندازه کافی براي قابلو 

ResNet  ،ResNeXt، DenseNet ،scaled–YOLOv4 ]24[  و
در ایـن  CSPNetاسـتفاده از  .سـازي اسـتقابل پیاده مانند آن

حالی که دقت  در داد کاهش %20 به %10 از را محاسبات هاشبکه
ثابت باقی ماند یا بهبود یافت. هزینه حافظه و تنگناي محاسباتی 

از در نتیجه یابد. توجهی کاهش مینیز با این روش به طور قابل
در  شودشکارساز پیشرفته استفاده میهاي آآن در بسیاري از مدل
  شود. نیز استفاده می 4هاي موبایل و لبهحالی که براي دستگاه

4.6 .EfficientNet 

 شبکه و اثرات آن بر اسیمق افتهیتان و همکاران به طور سازمان
کردنـد  انیبه طور خلاصه ب عملکرد مدل را مطالعه کردند. آنها

شبکه مانند عمق، عرض و وضوح  يپارامترها رییکه چگونه تغ
هر پارامتر به صورت  يگذاراسی. مقگذاردیم ریبر دقت آن تاث
شـبکه  کیـعمق  شی. افزااستتبط همراه مر نهیجداگانه با هز

                                                             
1 Wang 
2 Cross Stage Partial Network 
3 Densely Connected Convolutional Networks 
4 Edge devices 
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کمک کند، اما  تردهیچیو پ تریغن يهایژگیبه جذب و تواندیم
شونده دشوار است. به محو انیمشکل گراد لیها به دلآموزش آن

 زیـر يهـایژگیعرض شبکه ثبت و يگذاراسیطور مشابه، مق
سطح  يهایژگیدست آوردن و به در اما کندیم ترآسان را اسیمق

مانند عمق و عرض،  ر،یوضوح تصو شیاز افزا بالا مشکل دارد.
 مرجع در .]25[ شودیماستفاده مدل اشباع  يهااسیبه عنوان مق

 کـه ه اسـتشـد شـنهادیپ یبیترک بیضر کیاز  استفاده ]25[
هر پارامتر  کند. اسیمق کنواختیتواند هر سه بعد را به طور می

بـه  بیضـر اشـتنکه با ثابت نگه د ثابت مرتبط دارد کیمدل 
 افتی هیشبکه پا کیدر  ياشبکه يو انجام جستجو 1صورت 

 يبـا جسـتجو، ]26[مرجـع با الهـام از  ه،یپا ي. معمارشودیم
 يسازنهیحال به نیجستجو و در ع هدف کی در یعصب يمعمار

اي ) مقایسه1جدول ( است. شده دقت و محاسبات توسعه داده
 دهد.هاي ستون فقرات را به صورت خلاصه ارائه میاز معماري

 فقرات ستون يهايمعمار سهیمقا ):1( جدول

دقت به 
  درصد

تعداد پارامترها 
  مدل  سال  هالایه  (ملیون)

3/63  4/62  7  2012  AlexNet 

73  4/138  16  2014  VGG-16  

-  7/6  22  2014  GoogLeNet  

76  6/25  50  2015  ResNet-50  

8/77  25  50  2016  ResNeXt-50 

2/78  20,5  59  2019  CSPRResNeXt-50  

83  19  160  2019  EfficientNet-B4  

  بازنماي اشیا. 5
بـه دو دسـته شـامل آشکارسـازها اسـاس  را بر یبررس نیما ا

. با میاکرده میتقس ياو تک مرحله يادو مرحله يآشکارسازها
را مـورد بحـث قـرار  شگامیپ يهاروش نیحال، ما همچن نیا

 ییاز بازنمـا یبرخـ یبه طور خلاصه به بررس هادر آن و میداد
 يبـرا اگانـهجد پیمانـه کیکه  يا. شبکهمیپردازیم یسنت ایاش
آشکارسـاز دو  کیـبـه عنـوان  ،دارد يامنطقه شنهادهایپ دیتول

تـا تعـداد  کنندیها تلاش ممدل نی. اشودیشناخته م يامرحله

را در  ریتصـو کیـدر  ایاشـ يشـنهادیپ يهـااز طرح یدلخواه
و  يبندها را در مرحله دوم طبقهسپس آنکنند و  دایمرحله اول پ

  کنند. یابیمکان

  پیشگامهاي روش .5.1
بـود،  شـده در ابتدا براي تشخیص چهره طراحی 1ویولا جونز

ارائـه شـد، یـک  2001که در سال  ویولا جونز آشکارساز شی
روش چندین تکنیک مانند ز دقیق و قدرتمند بود. این آشکارسا

و  3آدابوسـت کننـدهبندي، تصویر کامل، طبقه2هاار هايویژگی
شبیه  ،هاویژگی جستجوي اول مرحله کند.می ترکیب را آبشاري

روي تصـویر ورودي و  با لغزش یک پنجـره بـر هاار روشبه 
از یـک در ادامـه  .شـودانجـام میانتگرالـی  تصـویر از استفاده

و  هاارویژگی  کنندهبنديآموزش دیده براي یافتن طبقه آدابوست
  .]2[ شودآبشاري استفاده می

 توسـط ،HOG(4هاي جهتی (، هیستوگرام شعاع2005در سال 
هـا بـراي اسـتخراج ویژگی که بـراي شدپیشنهاد  ]27[مرجع 

نسبت د. این یک بهبود گیرتشخیص شی مورد استفاده قرار می
 ]31[ -]28[ آشکارسازهاي مراجع به آشکارسازهاي دیگر مانند

جـدول ویژگـی را  گیري آن یـکو جهت HOGبود. گرادیان 
شـود و سـپس ها تقسیم میتصویر به شبکه د.نکناستخراج می

جدول ویژگی براي ایجاد هیستوگرام براي هر سلول در شبکه 
 راي ناحیه موردب HOGهاي گیرد. ویژگیمورد استفاده قرار می

ماشین کننده بنديده و براي تشخیص به یک طبقهنظر تولید ش
شوند. این آشکارساز براي می دادهخطی  SVM( 5(بردار پشتیبان 

تـوان است. با ایـن حـال، می ردیابی عابران پیاده پیشنهاد شده
  هاي مختلف را به آن آموزش داد. کلاس

معرفی شد و برنده  ]32[ مرجع درپذیر  مدل قطعات تغییر شکل
 »بخشی«بود. این روش از  2009در سال  VOC6چالش پاسکال 

براي تشخیص استفاده کرد و دقت بالاتري نسبت  منفرد از شی

                                                             
1 Viola Jones 
2 Haar 
3 Adaboost 
4 Histogram of Gradients (HOG) 
5 Support Vector Machine 
6 Visual Object Classes 
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 غلبهفلسفه تقسیم و در واقع این روش به دست آورد.  HOGبه 
به صـورت جداگانـه در زمـان  کند؛ بخشی از شیرا دنبال می

شود و آرایش احتمالی آن به صورت استنباط تشخیص داده می
 DPMهاي مبتنـی بـر شود. مدلتشخیص مشخص می

1 ]33[- 
ها قبل از دوره یادگیري عمیق ترین الگوریتمیکی از موفق ،]34[

  بودند. 

  ايمرحله آشکارسازهاي دو .5.2
R-مبتنی بر منطقه اولین مقاله در خانواده  پیچشیشبکه عصبی 

CNN2 توان از و نشان داد که چگونه می ]35[ بودCNN ها براي
ــهاز  R-CNNبهبــود عملکــرد تشــخیص اســتفاده کــرد.   پیمان

تبدیل تشخیص  براي CNN با آگنوستیک کلاس منطقه پیشنهادي
کنـد. تصـویر سـازي اسـتفاده میبندي و محلیبه مشکل طبقه

 کندپیشنهاد ناحیه عبور می پیمانهورودي متوسط کاهیده ابتدا از 
هایی از بخش پیمانهکند. این نامزد هدف را تولید می 2000که 

یـک  که احتمال بیشتري براي پیدا کردنکند تصویر را پیدا می
سـپس ایـن . ]36[ با اسـتفاده از جسـتجوي انتخـابی دارد شی

شـوند کـه یـک بـردار تکثیر می CNNنامزدها از طریق شبکه 
  کند. دي را براي هر پیشنهاد استخراج میبع 4096ویژگی 

R-CNN اي دارد. مرحله یک فرآیند آموزشی پیچیده چند مرحله
بندي بزرگ است. با مجموعه داده طبقه CNN آموزشپیش اول

کننـده بنديبندي با یک طبقهلایه طبقه سپس با جایگزین کردن
N+1-way دهی شـده، که بـه طـور تصـادفی مقـدارN  تعـداد

 ]SGD(3 ]37ها با استفاده از کاهش گرادیـان تصـادفی (کلاس
پیشنهادهاي براي تشخیص با استفاده از تصاویر منحصر به فرد (

 SVMشود. یـک به خوبی تنظیم می منحرف) میانگین کاهیده،

رزي براي هـر کـلاس آمـوزش داده خطی و رگرسیون جعبه م
  است.  شده
براي  )SPP( لایه ادغام هرم فضاییاستفاده از  همکارانش و 4هی

پردازش تصویر با اندازه دلخواه یا نسبت ابعاد دلخواه را پیشنهاد 

                                                             
1 Deformable Part Model 
2 Regions with Convolutional Neural Network 
3 Stochastic gradient descent 
4 He 

بـه  CNNها متوجه شدند که تنها بخش کاملا متصـل آن ردند.ک
هاي صـرفا لایـه ،]etN–SPP5 ]38یک ورودي ثابت نیاز دارد. 

پیشنهاد منطقه تغییـر داد و یـک  پیمانهرا قبل از  CNNپیچشی 
/ ابعـاد در نتیجه شبکه را از نسبت اندازهلایه ادغام اضافه کرد، 

الگـوریتم در این روش  مستقل کرد و محاسبات را کاهش داد.
شود. هاي کاندید استفاده میجستجوي انتخابی براي تولید پنجره

ي هاهاي ویژگی با عبور از تصویر ورودي از طریـق لایـهنقشه
هـاي پنجره آینـد.به دسـت می، ]ZF-5 ]15پیچشی یک شبکه 
کـه  شـوندهاي ویژگـی ترسـیم میوي نقشهکاندید سپس بر ر
هاي اجرایی فضایی یک لایه ادغام هرمی به متعاقبا توسط فایل

ه کاملا شوند. این بردار به لایهاي طول ثابت تبدیل میبازنمایی
بینی کلاس براي پیش SVM هايبندمتصل و در نهایت به طبقه

بـه  R–CNN ]35[، SPP-Netشـود. هماننـد و امتیاز منتقل می
سـازي بـا رگرسـیون پردازش براي بهبود محلیعنوان لایه پس

ــوزش  ــد آم ــان فرآین ــین از هم ــت. همچن ــدود اس ــه مح جعب
کند، با این تفاوت که تنظیم دقیق تنها اي استفاده میچندمرحله

  شود. انجام میهاي کاملا متصل بر روي لایه
نیـاز بـه آمـوزش  R-CNN/SPP-Netیکی از مشکلات اصلی 

ایـن  ،]Fast R-CNN ]39چندین سیستم به طور جداگانه بود. 
پذیر نقطه به نقطه ا با ایجاد یک سیستم منفرد آموزشمشکل ر

رودي یک تصویر و طرح پیشنهادي حل کرد. شبکه به عنوان و
اي از از طریق مجموعـهشود. تصویر آن در نظر گرفته می شی
هاي پیشنهادي شی به شود و طرحده میهاي پیچشی عبور دالایه

ژیشـیک  شـوند.نگاشـت میآمـده  دست هاي ویژگی بهنقشه
فضایی  یهبا یک لا SPP-Netهاي ادغام را از ساختار هرمی لایه
لایه کـاملا  2جایگزین کرد. این لایه به  RoI6به نام لایه ادغام 

ماکس کلاس متصل شده متصل شده و سپس به یک لایه سافت
N+1  و یک لایه رگرسور بسته، که داراي یک لایه کاملا متصل

ن تابع اتـلاف بـازگردي شود. این مدل همچنیاست، تقسیم می
بـه عملکـرد  L1را براي هموارسازي  L2کننده از جعبه محدود

اي را بـراي وظیفـه یر داد، در حالی که یک اتلاف چندیبهتر تغ
                                                             
5 Spatial pyramid pooling to remove the fixed-size constraint 
of the network 
6 Region of Interest 
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شـده  نویسندگان از نسـخه اصـلاح آموزش شبکه معرفی کرد.
به عنوان  ]40[ مرجع دیده مانندآموزشهاي موجود از پیشمدل

سریع به عنوان یک بهبود  R-CNNستون فقرات استفاده کردند. 
لی کـه در حامطرح شدند  )R-CNNبرابر در  146در سرعت (

افزایش دقت مکمل آن بود. این روش تمرین ساده شده، ادغام 
کنـد. ع زیان جدیـد معرفـی میهرمی را حذف کرده و یک تاب

توجهی ، بدون شبکه پیشنهاد منطقه، با دقت قابلآشکارساز شی
  . کندکار مین واقعی در زما

در زمـان  به تشخیص شیسریع  R-CNNحتی با وجود اینکه 
واقعی نزدیکتر بود، تولید پیشنهاد منطقه آن همچنان یک مرتبه 

ثانیه در هـر  2/0 ثانیه در هر تصویر در مقایسه با 2کندتر بود (
را بـه  یک شبکه کاملا پیچیـده ،]41[ و همکاران 1رنتصویر). 

نهاد کردند که یک پیش RPN(2عنوان یک شبکه پیشنهاد ناحیه (
هـاي پنجره اي ازگیرد و مجموعـهه را میتصویر ورودي دلخوا

ها داراي یـک دهد. هر یک از این پنجرهکاندید را خروجی می
 کنـد.ینی مرتبط هستند که احتمال یک شی را تعیین مینمره ع
RPN هـاي که از هرم ]39[ مرجع برخلاف پیشینیان خود مانند

مهار ه کنند، جعباستفاده می ویر براي حل واریانس اندازه اشیاتص
هاي متعدد محدود کند. این روش از جعبهرا معرفی می 3یا لنگر

یابی ستفاده کرده و براي مکانهاي ابعاد مختلف اکننده از نسبت
است. تصویر ورودي ابتدا  شی بر روي آنها رگرسیون داده شده

هاي اي از نقشـهشود تا مجموعـهعبور داده می CNNاز طریق 
هاي مرزي و که جعبه RPNویژگی به دست آید. این موارد به 

ــد میطبقه ــدي آنهــا را تولی ــد،بن شــوند. ســپس ارســال می کن
آمده از لایـه  دست هاي ویژگی بهدهاي منتخب به نقشهپیشنها
CNN  قبلی در لایه ادغامRoI صل، به لایه کاملا مت و در نهایت

شود، ارسال بند و رگرسیون جعبه محدود فرستاده میکه به طبقه
بـه  RPNبـا  Fast R-CNN سریعتر اساسـا R-CNNشوند. می

  پیشنهاد منطقه است.  پیمانهعنوان 
هاي مشترك بین دو به دلیل وجود لایه R-CNNآموزش سریعتر 

. تر استپیچیده ،دهندمدل که وظایف بسیار متفاوتی را انجام می
                                                             
1 Ren 
2 Region Proposal Network 
3 Anchor 

از قبــل  ImageNetدر مجموعــه داده  RPNدر مرحلــه اول، 
به خوبی  PASCAL VOCو در مجموعه داده  ]11[ دیدهآموزش

سـریع از اولـین مرحلـه از  R-CNNیـک . اسـت تنظیم شـده
آموزش دیده اسـت. تـا ایـن نقطـه،  RPNاي پیشنهادات منطقه

، تلفیـق ایـن مرحلـه درها لایه پیچشی مشـترك ندارنـد. شبکه
هاي لایـه کـه در نتیجـه آن شودمعرفی میهاي آشکارساز لایه

  .گرددوبی تنظیم میبه خ RPNمنحصر به فرد 
FPN  استفاده از هرم تصویر براي به دست آوردن هرم ویژگـی

وشی رایج براي در سطوح مختلف ر هاي تصویر خاص)یا هرم(
ن است. حتی اگر دقـت میـانگیکوچک  افزایش تشخیص اشیا

توجـه ساز را افزایش دهد، افزایش در زمان استنتاج قابلآشکار
را  )FPN، شـبکه هـرم ویـژه (]42[ است. لـین و همکـارانش

بـالا بـه پـایین بـا  اند که داراي یک معمـاري ازنمودهپیشنهاد 
هاي معنایی سطح بـالا در اتصالات جانبی براي ساخت ویژگی

دارد، یک مسیر از دو مسیر  FPNباشد. هاي مختلف میمقیاس
 ConvNetپایین به بالا که یک سلسله مراتب ویژگی محاسباتی 

هاي و یک مسیر از بالا به پایین که نقشه در چندین مقیاس است
هاي با وضوح بالا را از سطح بالاتر به ویژگی غیردقیقمشخصه 

بی توسـط یـک کند. این مسیرها با اتصال جانبرداري مینمونه
شوند تا اطلاعات معنایی به هم متصل می 1×1 عملیات پیچشی

تواند معناي سطح بالایی را می FPN ها افزایش یابد.در ویژگی
ها فراهم کند که نرخ خطا در تشخیص را کاهش در همه مقیاس

هاي دهد. این امر به یک بلوك ساختمان استاندارد در مـدلمی
بهبود  ها را در سراسر جدولآنتشخیص آینده تبدیل شد و دقت 

یافته دیگـري هاي بهبودین منجر به توسعه شبکهبخشید. همچن
ـــد   ]45[ EfficientNetو  ]PANet ]43[ ،NAS-FPN ]44مانن

  شود که آشکارساز پیشرفته فعلی است. می
R-، شبکه پیچشی کامل مبتنی بر منطقه (]46[ و همکاران 4داي

FCN(5 شبکه  قریبا تمام محاسبات درونرا پیشنهاد کردند که ت
هـاي تکنیک اي قبلی کـهآشکارسازهاي دو مرحلهخلاف بر ،را

بـه اشـتراك  بردنـد،کز بر منابع را در هر پیشنهاد بکار میمتمر

                                                             
4 Dai 
5 Regional Fully connected Network 
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هاي کاملا متصـل بحـث ها در مقابل استفاده از لایهگذاشت. آن
هاي پیچشی استفاده کردنـد. بـا ایـن کردند و در عوض از لایه

ناپذیر هستند و  ه پیچشی، انتقالتر در شبکي عمیقهاحال، لایه
-Rسازد. آشکارسـاز اثر میسازي بیآنها را براي وظایف بومی

FCN  ترکیبی از چهار شبکه پیچشی است. تصویر ورودي ابتدا
هاي ویژگی به شود تا نقشهعبور داده می ،]ResNet-101 ]17از 

 )RPNبه شبکه پیشنهاد منطقه ( لایه)دست آید. خروجی میانی (
در حالی کـه  را شناسایی کند ROIشود تا پیشنهادها منتقل می

شود پردازش میخروجی نهایی بیشتر از طریق یک لایه پیچشی 
بنـدي کننده و بازگردنده است. لایـه طبقـهبنديو ورودي طبقه

 ROIنقشه حساس به موقعیـت تولیـد شـده را بـا پیشـنهادات 

 ند در حالی کـه شـبکهها را ایجاد کبینیکند تا پیشترکیب می
  دهد. رگرسیون جزئیات جعبه مرزي را خروجی می

Mask R-CNN ]47[ رت با اضافه کردن شاخه دیگري به صـو
-Rدر سطح پیکسل، بر روي  بندي نمونه شیموازي براي بخش

CNN یابد. این شاخه یـک شـبکه کـاملا گسترش میتر سریع
شود تا هر پیکسل را به اعمال می ROIمتصل است که بر روي 

بندي کند. این روش هایی با هزینه محاسباتی کلی کم طبقهبخش
بـراي پیشـنهاد شـی تر سـریع R-CNNاز معماري اولیه مشابه 

بندي و سر اما یک سر ماسک را به موازات طبقه کنداستفاده می
کند. یک تفاوت عمده استفاده رگرسور جعبه محدود اضافه می

بـراي جلـوگیري از  RoIPolبه جـاي لایـه  RoIAlignیه از لا
سـازي فضـایی بـود. حراف سطح پیکسل ناشـی از کـوانتیزهان

را بـه عنـوان سـتون  ResNeXt–101، ]48[مرجـع  نویسندگان
براي دقت و  )FPNفقرات خود همراه با شبکه هرمی مشخصه (
بـا  Faster R-CNNسرعت بهتر انتخاب کردنـد. تـابع اتـلاف 

از پنج جعبه  FPNشود و همانند رسانی میروزف ماسک بهاتلا
-Mask Rکند. آموزش کلی مهار با نسبت ابعاد سه استفاده می

CNN  شبیه بهR-CNN تر است. سریع  
 مراجـع ماننـد جدیدتراي بسیاري از آشکارسازهاي دو مرحله

از مکانیسم نگاه کردن و تفکر دو بار استفاده  ]50[و  ]49[، ]41[
ها براي کنند یعنی محاسبه پیشنهادها شی اول و استفاده از آنیم
ایـن  ]51[مرجع  مدل .ها براي تشخیص اشیاستخراج ویژگیا

در سطح ماکرو و هم در سطح میکرو شبکه بکار  مکانیزم را هم
را  )RFP( 1ها هرم ویژگی بازگشـتیگیرد. در سطح کلان، آنمی

شـبکه هـرم ویژگـی ردن کنند که از طریق توده کـاد میپیشنه
 با اتصال بازخورد اضافی از مسیر سطح بالا به )FPN( 2چندگانه

است. خروجـی بالا تشکیل شده  لایه پایین به به FPN در پایین
FPN  قبل از عبور از آن به لایه بعديFPN توسط لایه ،Poling 

شـود. یـک پـردازش می  ]Atrous )ASPP(3 ]52هرم فضایی 
هاي پیمانـهاز  FPNهـاي فیوژن بـراي ترکیـب خروجی پیمانه

در گیرد. توجه مورد استفاده قرار میمختلف با ایجاد یک نقشه 
قابل تعویض  Atrousو همکارانش، تبدیل  4سطح میکرو، کیائو

)SAC(5 یک لایه نرخ انبساط پیچشی ارائه کردند.  متنظی براي را
به عنوان یک تابع  1×1و یک پیچش  5×5ادغام متوسط با فیلتر 
 شودگیري در مورد نرخ پیچش استفاده میسوئیچ براي تصمیم

 در مقیاس مختلف در که به تشخیص ستون فقرات اشیا ،]53[
بافـت  پیمانهرا بین دو  SACها همچنین کند. آنپرواز کمک می

بندي کردند زیرا به ایجاد سوئیچینگ پایدارتر کمک عمومی بسته
ترکیب این دو تکنیک، هرم فرکانس بازگشـتی و . ]54[ کندمی

شکل  شود.می آشکارسازي به منجر عویض،ت قابل فرکانس تبدیل
اي را در چند معمـاري مرحلهنحوه کار آشکارسازهاي دو  )1(

  دهد.مختلف نشان می

  ايجداساگرهاي تک مرحله .5.3
 را به عنوان تشخیص شی 6YOLOاي آشکارسازهاي تک مرحله

برخــی از  پیمانـهیـک کننـد، بنـدي حــل مییـک مسـاله طبقه
یا  دهد که شبکه آنها را به عنوان یک شیهایی را ارائه میکاندید

شما فقـط «یا  YOLOکند. با این حال، بندي میزمینه طبقهپس
هاي تصویر را به عنوان به طور مستقیم پیکسل ،]55[» نگاه کنید

. در کندمیبینی نده آن پیشهاي جعبه محدود کنو ویژگیا اشی

                                                             
1 Recursive feature pyramid 
2 Feature Pyramid Network 
3 Atrous Spatial Pyramid Pooling 
4 Qiao 
5 Soft Actor Critic 
6 You Only Look Once 
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YOLO تصویر ورودي به یک شبکه ،S×S شـود و تقسـیم می
مسئول تشـخیص آن  ،گیرددر آن قرار می سلولی که مرکز شی

بینی هاي مرزي را پیشاي، چندین جعبهاست. یک سلول شبکه

 -عنصر است: مرکز جعبه  5بینی شامل کند و هر آرایه پیشمی
x  وy ابعاد جعبه ،- w  وh  .و امتیاز اطمینان  

  
  شی تشخیص مختلف ايمرحله دو اشیا داخلی معماري تصویر ):1( شکل

YOLO  از مـدلGoogLeNet الهـام بنـدي تصـویر بـراي طبقه
تر کوچـکهاي پیچشی هاي آبشاري شبکهپیمانه، که از گرفت

از  ImageNetهاي این روش بر روي داده. ]19[ کنداستفاده می
تا زمانی که مدل به دقـت بـالایی  استپیش آموزش داده شده 

دست یافته و سپس با اضافه کـردن پـیچش اولیـه تصـادفی و 
هاي در زمان آموزش، سلولهاي کاملا متصل، اصلاح گردد. یهلا

اما کنند بینی میشبکه تنها یک کلاس را با همگرایی بهتر پیش
از دست دادن مولتیچ، از د. یابول زمان استنتاج افزایش میدر ط

بــراي بینــی شــده، هاي پیشترکیبــی تمــام مولفــه دســت دادن
 )NMSحداکثر ( شود. سرکوب غیرسازي مدل استفاده میبهینه

  YOLO کند. هاي چندگانه مختص کلاس را حذف میتشخیص

اي معاصر خود را با یک حاشیه هاي زمان واقعی تک مرحلهمدل
و سرعت پشت سر گذاشت. با این حال، بزرگ در هر دو دقت 

 سازي براي اشیاز داشت. دقت محلیتوجهی نیهاي قابلکاستی
در هـر سـلول از  اي و محدودیت تعداد اشیایا خوشهکوچک 

 YOLOهاي بعدي اشکالات عمده آن بود. این مسائل در نسخه

  . ]59[ -]56[ ثابت شدند
اولین آشکارساز ، ]SSD(1 ]60(تک شات  باکس مولتی آشکارساز

اي مانند اي بود که با دقت آشکارسازهاي دو مرحلهتک مرحله
Faster R-CNN  ابقت داشت، در حالی کـه سـرعت زمـان مط

با ساختارهاي   VGG-16بر روي  SSDکرد. واقعی را حفظ می
هاي خته شـد. ایـن لایـهکمکی اضافی براي بهبود عملکرد سا

اند، به تدریج اندازه اضافه شدهکه به انتهاي مدل  پیچشی کمکی
تر را پیش از این در کوچک اشیا SSDدهند. خود را کاهش می
هاي تصویر خیلی خام کند، زمانی که ویژگیشبکه شناسایی می

هاي تر مسئول جبران جعبـههاي عمیقنیستند، در حالی که لایه
  .]61[ باشندهاي ابعاد میفرض و نسبتپیش

هر جعبه حقیقی پایه مولتی بـاکس بـا  SSDدر طول آموزش، 

                                                             
1 Single-shot detector 
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مطابقـت فرض با بهتـرین همپوشـانی جاکـارد شهاي پیجعبه
دهـد، مشـابه بـا دهد و شبکه را مطـابق بـا آن آمـوزش میمی

multibox ]61[ ها همچنین از استخراج منفی سخت و افزایش آن
، از مجمـوع DPM1هاي سنگین استفاده کردند. مشـابه بـا داده

نان براي آموزش مدل استفاده یدگی و اتلاف اطمیوزنی جایگز
. خروجی نهایی با اجراي سرکوب غیر بیشینه به دست شودمی
  آید. می

YOLOv2دهـد سان بین سرعت و دقت ارائه می، یک موازنه آ
در  را کلاس شی 9000تواند می YOLO9000در حالی که مدل 

ــراهــا معمــاري ســتبینــی کنــد. آنزمــان واقعــی پیش ت ون فق
GoogLeNet  را باdarknet-19  جـایگزین کردنـد. ایـن روش

، ]62[ ايسازي دستههاي تاثیرگذار مانند نرمالتکنیکبسیاري از 
بندي هاي طبقهگرایی، آموزش مشترك سیستمرا براي بهبود هم

حـذف هـاي تشـخیص، به منظـور افـزایش کلاسو تشخیص 
اسـتفاده از هاي کاملا متصل به منظور افـزایش سـرعت و لایه

هاي و داشتن برشهاي لنگر یادگرفته براي بهبود فراخوانی جعبه
بهتري را براي پذیري انعطاف YOLOv2 است.بهتر ترکیب کرده 

اري جدیـد و معمـانتخاب مدل سرعت و دقـت فـراهم کـرد 
که عنـوان مقالـه نشـان طور همانپارامترهاي کمتري داشت و 

  . ]56[ بود »ترتر و قويبهتر، سریع«دهد، می
اي، با توجه به تفاوت بین دقت آشکارسازهاي تک و دو مرحله

لین و همکاران پیشنهاد کردند که دلیل تاخیر آشکارسازهاي تک 
ها آن. ]63[ است »زمینه شدیدعدم تعادل کلاس پیش«اي مرحله

اد شـکل یافتـه را پیشـنهتابع هزینه آنتروپی متقاطع تغییـر یک 
ري براي ست دادن کانونی را به عنوان ابزاکه در آن از د کردند

پارامتر اتلاف متمرکز، سهم اتلاف را از نامند. رفع عدم تعادل می
دهد. نویسندگان کارایی آن را با کمک هاي ساده کاهش میمثال

نشـان  RetinaNetاي به نـام یک آشکارساز ساده و تک مرحله
اکم تصویر ورودي برداري مترکه اشیا را با نمونه، ]63[ دهندمی

  کند. بینی میدر محل، مقیاس و نسبت ابعاد پیش
YOLOv3 یقبلـ يهااز نسخه »یشیبهبود افزا« يدارا YOLO 

را بـا  یژگیردم و همکاران، شبکه استخراج و .]56[، ]55[ بود
                                                             
1 Deformable Parts Model 

 نیهـا همچنـ. آنکردند نیگزیتر جابزرگ 53-شبکه دارکر کی
 و یاسـیآموزش چندمق داده، شیمانند افزا یمختلف يهاکیتکن

انـد. هـا گنجاندهروش گـرید انیـرا در م يادسـته يسازنرمال
کننـده يبنـدطبقه کیـکننـده بـا يبنـدطبقه هیـدر لاهمچنین، 

  . ]57[ شد نیگزیجا softmax ک،یلجست
م، به جاي نمایش جعبه محدود مرسو ]5[ مرجع پژوهشگران در

اتخاذ را سازي به عنوان نقطه مدل رویکرد بسیار متفاوتی از اشیا
را به عنوان یک نقطه واحد در مرکز  شی CenterNetاند. کرده

 FCNکند. تصـویر ورودي از طریـق بینی میجعبه مرزي پیش
هاي آن بـا کند که قلهمیکند که یک نقشه گرما تولید عبور می

ــی کشف ــز ش ــت. مرک ــاظر اس ــده متن ــک ش ــن روش از ی ای
Hourglass-101 ته شده پشImageNet دیده به از پیش آموزش

سر نقشه  3استخراج ویژگی استفاده کرده و داراي  عنوان شبکه
و سر  ، سر بعد جهت تخمین اندازه شیجهت تعیین مرکز شی
  .]64[ باشدمی ست نقطه شیافست جهت اصلاح اف

پذیر با دقت و بازده با ایده آشکارساز مقیاس EfficientDet مدل
هاي چنـد مقیاسـی کارآمـد، . این مدل ویژگیشدبالاتر ایجاد 

BiFPN2 کنـد. بندي مدل را معرفـی میو مقیاسBiFPN  یـک
هاي قابل یـادگیري بـراي اتصـال شبکه هرمی دو جهته با وزن

باشد. این هاي مختلف میهاي ورودي در مقیاسمتقابل ویژگی
که به آموزش سنگین نیـاز  یابدیبهبود م  NAS-FPNروش در 

اي تک ورودي و اضافه کردن یک اتصال با حذف نودهدارد و 
تـر هـاي کم. ایـن امـر گرهاي داردشبکه پیچیده ،جانبی اضافی

کارآمد را حذف کرده و ادغام ویژگـی سـطح بـالا را افـزایش 
 FPNهاي دهد. برخلاف آشکارسازهاي موجود که بـا لایـهمی

کننـد، گـذاري میبندي شده مقیـاس تر یا تودهتر، عمیقبزرگ
EfficientDet توانـد کند کـه مییک ضریب ترکیب معرفی می

بندي مشترك تمام ابعاد شبکه ستون فقرات، شبکه مقیاس براي
BiFPNمورد استفاده قرار گیرد و وضوح / جعبه، شبکه کلاس 

بـه عنـوان شـبکه  EFicientNetبا استفاده از  Detتلاش . ]45[
کـه بـه  BiFPNهاي ستون فقرات با چندین مجموعـه از لایـه

انـد، صورت سري به عنوان شبکه استخراج ویژگی قرار گرفته
                                                             
2 Bi directional FPN 
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نهـایی بـه شـبکه  BiFPNکند. هـر خروجـی از لایـه عمل می
شود. این مدل با اسـتفاده از بینی کلاس و جعبه ارسال میپیش
 ،اي همگـام شـدهزي دسـتهسـاهمراه با نرمال SGD1ساز بهینه

که  ReLUسازي استاندارد شود و به جاي فعالآموزش داده می
سـازي کارآمدتر است و عملکرد بهتري دارد، از فعال متمایز و

swish 65[ کنداستفاده می[ .  
YOLOv4 ــده ــاای ــب زی ــک هاي جال ــی ی ــراي طراح دي را ب

توانـد در سریع و آسان بـراي آمـوزش کـه می آشکارساز شی
. این روش ]58[ هاي تولید موجود کار کند، ترکیب کردسیستم

هایی که تنها کند، یعنی روشاستفاده می »کیف وسایل رایگان«از 
زمـان اسـتنباط تـاثیر دهنـد و بـر ان آموزش را افـزایش میزم

هـاي روشهاي افزایش داده، از تکنیک YOLOv4گذارند. نمی
سازي ، نرمال CIoT U-lossتنظیم، هموارسازي برچسب کلاس، 

)CmBN(2بـا یتصادف انیگراد نزولخصمانه، -، آموزش خود 
و سایر ترفندها بـراي بهبـود آمـوزش  ]66[ گرم مجدد شروع

هایی کـه تنهـا بـر زمـان اسـتنباط تـاثیر کند. روشاستفاده می
شوند، از ، به شبکه اضافه می»هايکیسه نمونه«گذارند، به نام می

اي ، اتصالات جزئـی چنـد مرحلـه]67[ مشسازي جمله فعال
)CSP(  ــوك ــیر  ،SPP-SPP، بل ــی مس ــوك تجمع  ،PAN 3بل

. همچنین از مانند آنارتباطات باقیمانده چند ورودي وزن دار و 
الگوریتم ژنتیک براي جستجوي بیش از حد استفاده کردند. این 

ـــرات  ـــیش  CSPNetdarknet-53روش داراي ســـتون فق از پ
ــده آموزش ــوك ImageNetدی ــردن بل ــر  PANو  SPP، گ و س

  باشد.می YOLOv2تشخیص 
 )NLPعمیقی در حوزه پردازش زبان طبیعی ( تاثیر ،]68[ هامبدل

هاي زبـانی ماننـد د آن در مدلاند. کاربراز زمان آغاز آن داشته
berT ) 69[ )هامبـدلنمایندگی رمزگـذار دو جهتـه از[ ،GPT 

ترانسفورمر انتقال ( T5، ]70[ عمومی)آموزش ترانسفورمر پیش(
اعث پیشرفت هنر در این زمینه شده و غیره ب ]71[ متن به متن)

هاي میـان از مدل توجه بـراي ایجـاد وابسـتگیها مبدلاست. 
تواننـد نسـبت بـه سـایر کننـد و میعناصر تـوالی اسـتفاده می

                                                             
1 Stochastic Gradient Descent 
2 Cross Mini Batch Network 
3 Path Aggregation Network 

موفقیـت تر توجـه کننـد. ی، به بافت طولانیهاي متوالمعماري
باعث ایجاد علاقه به اسـتفاده از آن  NLP4ترانسفورماتورها در 

قرات پیشرفت ستون ف هاCNNشد. در حالی که  ماشین بینایی در
هاي ذاتی مانند عدم اهمیـت ها برخی کاستیاند، آندر دید بوده

  و غیره را دارند.  ]21[ زمینه جهانی، وزن ثابت پس از آموزش
فراهم کردن یک ستون فقرات مبتنی به دنبال  ،]Swin ]72تبدیل 

بر ترانسفورماتور براي وظایف بینایی ماشین است. ایـن روش 
هاي متعدد و غیر هم پوشان تقسـیم تصاویر ورودي را در تکه

هاي تبدیل کند. سپس بلوكها را به تعبیه تبدیل مید و آنکنمی
Swin  شوند، که هـر مرحله به قطعات اعمال می 4متعددي در
متوالی تعداد قطعات را براي حفظ نمایش سلسله مراتبی  مرحله

توجـه -هاي خـودپیمانـهاز  Swinدهد. بلوك تبدیل کاهش می
وب در ، براساس پنجره وصله جابجا شده متنـاچند سر محلی

پیچیدگی محاسبات با اندازه  است. شده تشکیل متوالی هايبلوك
پنجره شود در حالی که توجه محلی خطی می-تصویر در خود

سازد. همچنین نشان جابجا شده اتصال میان پنجره را ممکن می
جا شده دقت تشخیص را با هاي جابهدهد که چگونه پنجرهمی

تـک  ) معمـاري دسـته2شـکل (د. دهنـسربار کم افـزایش می
اساس  بردهد. اي نشان مییسه با دو مرحلهاي را در مقامرحله

هاي مشهور ن معماري) چند نمونه از ای2( توضیحات در شکل
  است. نشان داده شده

  سبکهاي شبکه. 6
هاي اخیر با هدف طراحی یک شاخه جدید از تحقیقات در سال

اي با منـابع محـدود ههاي کوچک و کارآمد براي محیطشبکه
کـارگیري اینترنـت اشـیا طور که در بگرفته است، همانشکل 

)IoT( طراحـی بازنمـایی این روند به . ]75[ -]73[ رایج است
چه تعداد شود که اگرقوي نیز نفوذ کرده است. مشاهده می اشیا

یابند و استنتاج را زیادي از بازنمایی اشیا به دقت عالی دست می
ها به منابع محاسباتی اکثر این مدلدهند، می انجام واقعی زمان در

 هايتوانند بر روي دستگاهبیش از حد نیاز دارند و بنابراین نمی
  لبه مستقر شوند.

                                                             
4 Natural Language Processing 
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  یش صیتشخ مختلف يامرحله دو ایاش یداخل يمعمار ریتصو ):2( شکل

گیـزي را در اناز رویکردهاي مختلـف نتـایج هیجـان  بسیاري
هـاي تکنیکاستفاده از اجـزاي کارآمـد و اند. گذشته نشان داده

 ]79[، ]77[ سازيکوانتیزه ،]78[ -]76[ سازي مانند هرسفشرده
اي یادگیري عمیق را بهبود بخشیده است. هو غیره کارایی مدل

هاي دیـده بـراي آمـوزش مـدلآموزشاستفاده از شبکه بزرگ 
  است. ، نیز نتایج جالبی را نشان داده ]80[ تر، به نام تقطیرکوچک

6.1. SqueezeNet 

عمدتا بر بهبود دقت سطح  هاCNNاخیر در زمینه  هايپیشرفت
فجـار هاي معیار متمرکز بود که منجر بـه انبالاي مجموعه داده

و  1، ایاندولا2016ها شد. اما در سال اندازه مدل و پارامترهاي آن
  SqeezeNetتر و هوشمندتر به نام همکاران یک شبکه کوچک

کـاهش  عملکرد، پارامترها را را پیشنهاد کردند که ضمن حفظ
ها با استفاده از سه استراتژي طراحی اصلی به این هدف داد. آن

هاي تر، تعداد کانالدست یافتند. با استفاده از فیلترهاي کوچک
هاي پایین یابد و پس از آن لایهفیلتر کاهش می 3×3ورودي به 

مترها را گیرند. دو استراتژي اول تعداد پاراگذر در شبکه قرار می

                                                             
1 Iandola 

دهند و استراتژي سوم هنگام تلاش براي حفظ دقت کاهش می
یک  SqeezeNetدهد. بلوك ساختمان دقت شبکه را افزایش می

است: یک شود که از دو لایه تشکیل شده می آتش نامیده پیمانه
سـازي لایه فشاري و یک لایه بسط یافته، هر کدام با یک فعال

ReLU لایه .squeeze ي چندگانه یک در یک ساخته از فیلترها
در حالی که لایه گسترش، ترکیبی از فیلترهاي یـک است  شده

هـاي ورودي در یک و سه در سه است، در نتیجه تعـداد کانال
پیمانه  8اي از از مجموعه SqeezeNetشود. معماري محدود می

اند. با الهام هاي پیچشی قرار گرفتهشده که بین لایهآتش تشکیل 
پیشنهاد شد با اتصالات باقی مانده نیز  ResNet ،SqeezeNetاز 

   .]5[ افزایش دادکه دقت را بر روي مدل 

6.2. MobileNets 

MobileNet ]73[، هاي کوچک مانند هاي مرسوم مدلاز روش
سازي دور کوچک شدن، هرس کردن، کوانتیزه کردن یا فشرده

شد و در عوض از معماري شبکه کارآمد استفاده کرد. این شبکه 
هاي ورودي لها بر روي تمام کانایک پیچش استاندارد از کرنل

د، در کنها را در یک مرحله با هم ترکیب میکند و آناستفاده می
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هاي مختلف براي هر کانال کرنل از ايچندجمله پیچش که حالی
نقطه براي ترکیـب کند و از پیچش نقطه به ورودي استفاده می

ایـن جداسـازي فیلترینـگ و ترکیـب بـرد. ها بهـره میورودي
دهـد. ات و انـدازه مـدل را کـاهش میها، هزینه محاسبویژگی

MobileNet  ست که هر کدام بـه لایه پیچشی مجزا ا 28شامل
دارنـد. قرار  ReLUاي و تابع فعالسازي سازي دستهدنبال نرمال

و همکارانش همچنین دو پارامتر کوچک شدگی مدل را  2هاوارد
بـه  کـه کننده عرض و قـدرت تفکیـکاند: ضربمعرفی کرده

استفاده قرار اندازه مدل مورد  کاهش و سرعت شتربی بهبود منظور
نواخـت عرض، عرض شبکه را به طور یککننده . ضربندگرفت

کند در حالی می دستکاري خروجی و ورودي هايکانال کاهش با
هاي کننده رزولوشن، اندازه تصویر ورودي و بازنماییکه ضرب

بـه  MobileNetدهد. تاثیر قرار میآن را در سراسر شبکه تحت
بد در یایافته دست میهاي تکاملدقت قابل قیاس با برخی مدل

ها است. هاوارد و همکاران همچنین حالی که کسري از اندازه آن
تواند در کاربردهاي مختلف مانند نشان دادند که چگونه آن می

تعمیم داده  یسازي جغرافیایی و تشخیص شاسناد چهره، مفهوم
بود و بنابراین  VGGشود. با این حال، بسیار ساده و خطی مانند 

ایـن مـوارد در دیـان داشـت. کمتري براي جریـان گرا هايراه
  . ]75[، ]74[ تثبیت شدند تکرارهاي بعدي این مدل

6.3. ShuffleNet 

را معرفی  ShuffleNet 2017، در سال ]76[و همکارانش  3ژانگ
کارآمـد از نظـر عمـاري شـبکه عصـبی بسـیار کردند که یک م

هاي تلفن همراه به طور خاص براي دستگاهمحاسباتی است که 
هاي شـبکها متوجه شدند که بسیاري از هاست. آنطراحی شده 

 1×1کارآمد با کاهش مقیاس و وارد کردن آن به دلیل پیچیدگی 
ها استفاده از شوند. در ارتباط با کانال، آنتر موثر می، کمهزینهپر

پیچش گروهی را براي دور زدن اشکال آن در جریان محـدود 
از یک پیچش  عمدهبه طور  ShuffleNetاطلاعات پیشنهاد کردند. 

که در  ShuffleNetاي از واحدهاي استاندارد و به دنبال آن پشته
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اسـت. واحـد اند، تشـکیل شـده بنـدي شـدهلـه گروهسه مرح
ShuffleNet  شبیه به بلوكResNet  است کـه در آن از پـیچش

کنند و لایه یـک در یـک را بـا استفاده می 3×3عمقی در لایه 
کنند. لایه پیچشی عمقی پیچش گروه نقطه به نقطه جایگزین می

با یک عملیات شافل کانالی حمایت که پیش از آن قـرار دارد، 
تـوان بـا دو را می ShuffleNetشود. هزینه محاسبه حمایت می

گی ل پراکنـدابرپارامتر مدیریت کرد: عدد گروهـی بـراي کنتـر
بندي براي دستکاري اندازه مدل. با بزرگ اتصال و فاکتور مقیاس

هاي ورودي به هر ها، نرخ خطا با کاهش کانالشدن تعداد گروه
هاي نمایشی شود و بنابراین ممکن است قابلیتگروه، اشباع می
ملکرد عهاي معاصر لنسبت به مد ShuffleNetرا کاهش دهد. 

تر کوچک توجهیقابل طور به آن زهاندا که حالی در داشت بهتري
کشیده شدن کانال ، ShuffleNetبود. از آنجا که تنها پیشرفت در 

  بود، هیچ پیشرفتی در سرعت استنتاج مدل وجود ندارد. 

6.4. MobileNetv2 

و همکـاران در سـال  4، سندلر]MobileNetv1 ]73بهبود در با 
2018 ،MobileNetv2 ]74[  ،را پیشـــنهاد دادنـــد. ایـــن روش

لایه جدیـد  پیمانهباقیمانده معکوس را با گلکوگاه خطی، یک 
پیمانه، کند. این براي کاهش محاسبات و بهبود دقت، معرفی می

سـازي، مانده معمولی کـه عملیـات فشردهبرخلاف بلوك باقی
یک نمایش با ابعاد پایین دهد، می انجام را انبساط سپس و شپیچ

شامل  MobileNetv2دهد. دي به ابعاد بالا را گسترش میاز ورو
مانده و در پیمانه گلوگاه باقی 19یک لایه پیچشی و به دنبال آن 
مانده تنها زمانی گلوگاه باقی پیمانهنتیجه دو لایه پیچشی است. 

هاي بر است که گام یک باشد. براي گامداراي یک اتصال میان
ها شود. آنبر استفاده نمیاز میان اد،بیشتر، به دلیل تفاوت در ابع

ساده،  ReLUخطی، به جاي به عنوان تابع غیر RELهمچنین از 
براي محدود کردن محاسبات استفاده کردنـد. بـراي تشـخیص 

کننده بـه عنـوان اسـتخراج MobileNetv2شی، نویسـندگان از 
   .]60[ استفاده کردند SSDویژگی متغیر از نظر محاسباتی کارآمد 
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6.5. PeleeNet 

 MobileNetخانواده مانند سبک موجود  عمیق یادگیري هايمدل

فاقـد در نتیجه به شدت به پیچش جدا شدنی وابسته بودند که 
و همکارانش با اسـتفاده از  5. وانگشدندمیسازي کارآمد پیاده

هاي حفظ محاسبات، یک معماري کارآمد اي از تکنیکمجموعه
ارائـه  ،]PeleeNet ]78اساس پیچش مرسوم به نام  جدید را بر

امـا بـه  متمرکز بود DenseNetدر اطراف  PeleeNetاند. نموده
هاي نگاه کرد. این روش لایه الهام براي دیگر هايمدل از بسیاري

هـا در یـک متراکم دو طرفه، بلوك ساقه، تعداد دینامیک کانال
ي معمـولی را بـراي سـازتنگناي، تراکم لایه انتقال و پس فعال

لایـه  کند.بات و افزایش سرعت معرفی میکاهش هزینه محاس
یـافتی هاي مختلف میدان درمتراکم دو طرفه به دریافت مقیاس

کند. براي تر میتر را آسانبزرگ کند و شناسایی اشیاکمک می
 همان روشبلوك ساقه به  یک از اطلاعات، ادند دست از کاهش
  شد.استفاده  ]79[مرجع 

6.6. ShuffleNetv2 

هاي دستورالعملاي از و همکاران مجموعه6، ما 2018در سال 
ــر ــامع را ب ــی معماريج ــد اي طراح ــبکه کارآم ــاي ش در ه
ShuffleNetv2 ها براي استفاده از معیارهاي آن .]77[ ارائه دادند

گیري پیچیـدگی تـاخیر بـراي انـدازه مستقیم مانند سرعت یـا
اسـتدلال قیم ماننـد گـل، مستمحاسباتی، به جاي معیارهاي غیر

اساس چهار اصل راهنما ساخته شده  بر ShuffleNetv2کردند. 
هاي ورودي و خروجـی بـه براي کانالعرض برابر  )1(است: 

انتخاب ) 2(منظور به حداقل رساندن هزینه دسترسی به حافظه، 
 )3(وظیفـه هـدف، اسـاس پلتفـرم و  چش گروهی بـردقیق پی

وري دست ساختارهاي چندمسیره به دقت بالاتري در هزینه بهره
از نظر  ReLUعملیات آلمان مانند اضافه کردن و ) 4(یابند و می

ها یستند. با پیروي از اصول فوق، آنپوشی نچشممحاسباتی قابل
وش ورودي را یک بلوك ساختمانی جدید طراحی کردند. این ر

کند و با استفاده از یک لایه تقسیم کانال به دو بخش تقسیم می
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به دنبال آن سه لایه پیچش قرار دارند که سپس با اتصال بـاقی 
کنند. لگام کانال عبور می لایه یک طریق از و شوندمی ادغام مانده

شـود و ي نزولی، تقسیم کانال حـذف میبرداربراي مدل نمونه
  پذیر است. هاي پیچشی تفکیکمانده داراي لایهاتصال باقی

6.7. MnasNet  
سریع و بـا تـاخیر کـم بـراي هاي دقیق، یاز به مدلبا افزایش ن

برانگیزتر از هاي لبه، طراحی چنین شبکه عصبی چالشستگاهد
 MnasNetو همکاران 7، تان 2018است. در سال همیشه شده 

را پیشنهاد کردند که از یک رویکرد جسـتجوي معمـاري  ]26[
ها مساله جستجو را طراحی شده بود. آن )NASعصبی خودکار (

سازي چند منظوره با هدف دقت بالا و تاخیر کم به عنوان بهینه
بنـدي همچنین فضاي جستجو را با تقسـیمبندي کردند. فرمول
CNN راي جسـتجو بـسـپس  هاي منحصر بـه فـرد وبه بلوك

ها به طور جداگانه فاکتورگیري آن بلوكعملیات و ارتباطات در 
ایـن امـر دهد. ا کاهش میکند و در نتیجه فضاي جستجو رمی

دهد که طراحی متمایزي همچنین به هر بلوك این امکان را می
 روي را هـاهاي قبلی که همان بلوكداشته باشد، برخلاف مدل

نویسندگان از عامل یادگیري تقویتی مبتنی بر اند. هم انباشته کرده
RNN گیري کننده به همراه یک مربی براي اندازهبه عنوان کنترل

فاده کردند. هـر مـدل هاي سیار براي تاخیر استدقت و دستگاه
تا دقت شود روي یک کار آموزش داده میبرداري شده بر نمونه

ی براي تاخیر قعهاي واروي دستگاهخود را به دست آورده و بر 
نرم استفاده  این امر براي رسیدن به یک هدف پاداشاجرا شود. 

شود. این فرآیند تـا زمـانی تکـرار روز میشود و کنترلر به می
 شود که حداکثر تکرارها یا یک نامزد مناسب به دست آید. می

6.8. MobileNetv3 

همان روش مورد اسـتفاده بـراي  ]MobileNetv3 ]75در قلب 
. یک پلتفرم قرار داردبا برخی اصلاحات  ]MnasNet ]26 ایجاد
یـک فضـاي از جسـتجوي سـاختار عصـبی خودکـار در آگاه 

شـود و در جستجوي سلسله مراتبی فاکتورگیري شده اجرا می
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هاي مورد که مولفه شودبهینه می ،]NetAdapt ]81نتیجه توسط 
کند. هنگامی که استفاده شبکه را در تکرارهاي متعدد حذف می

گانه ها را سهآید، کانالیک طرح پیشنهادي معماري به دست می
کنـد و سـپس آن را ها را آغاز میکند، به طور تصادفی وزنمی

در کند تا معیارهاي هدف را بهبود بخشد. ایـن مـدل تنظیم می
قیمت در معماري و به گران  هايلایه از برخی ذفح براي آینده

و همکاران  8دست آوردن بهبود تاخیر اضافی اصلاح شد. هاوارد
تصاویر بازتـابی از  استدلال کردند که فیلترهاي معماري اغلب

ذف نیمی توان حتی پس از حو این دقت را می یکدیگر هستند
حاسـبات را استفاده از این تکنیـک ماز این فیلترها حفظ کرد. 

 Hard Swishو  ReLUاز ترکیبی از  MobileNetv3کاهش داد. 

ه در عمدبه طور سازي استفاده کرد، دومی به عنوان توابع فعال
توجهی تفاوت قابل Hard Swish شود.می گرفته بکار مدل انتهاي
تر است معمولی ندارد اما از نظر محاسباتی سبک Swishبا تابع 

اي موارد اسـتفاده از منـابع شود. برمیدر حالی که دقت حفظ 
  MobileNetv3-Smallو  MobileNetv3-Largeدو مدل  مختلف

بلوك گلوگاه  15از  MobileNetv3-Large. ]75[شدند معرفی 
 11داراي  MobileNetv3-Smallاست در حالی که تشکیل شده 

ها داراي لایـه . همچنین این شبکهواحد از این نوع بلوك است
. مشابه ]54[ هاي ساختمانیشان هستنددر بلوك تحریکفشار و 

این مدل به عنوان یـک آشکارسـاز ویژگـی در ، ]74[مرجع  با
SSDLite هاي قبلی است در تر از مدلسریع %35کند و عمل می

  یابد. بالاتري دست می mAPحالی که به 

  سه. نتایج مقای7
اي را در مجموعه ساز تک و دو مرحلهما عملکرد هر دو آشکار

مقایســه  MS-COCOو  PASCAL VOC 2012هــاي داده
تـاثیر عـواملی همچـون کنیم. عملکرد بازنمایی اشیاء تحتمی
کننده ویژگی، معماري زه و مقیاس تصویر ورودي، استخراجاندا

GPUهاي پیشنهادي، روش آموزش، تابع اتلاف و ، تعداد طرح
هاي مختلف بدون محـیط معیـار مقایسه مدلباشد که غیره می

 ها را بر)، عملکرد مدل2در جدول (سازد. شترك را دشوار میم
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ها بر روي دقت کنیم. مدلها ارزیابی میاساس نتایج مقالات آن
در  )FPSشده در هر ثانیـه (هاي پردازش و فریم )APمتوسط (

  شوند.زمان استنتاج مقایسه می
کارسازها را بر روي تصویر ورودي با اندازه ما عمدا عملکرد آش

مشابه، در صورت امکان، براي ارائه یک حساب منطقی مقایسه 
ها را طور که نویسندگان اغلب یک آرایه از مدلکنیم، همانمی

پذیري بـین دقـت و زمـان اسـتنتاج معرفـی براي ارائه انعطاف
احتمـالی یـه مدل مدرن از آراتنها از )، ما 3کنند. در شکل (می

  کنیم. ها استفاده میمدل خانواده آشکارسازي شی

  
  MS-COCO داده مجموعه در ءایاش ییبازنما عملکرد ):3( شکل

  گیري. نتیجه8
کرده  یط را یدر دهه گذشته راه طولان یش صیاگر تشخ یحت

عملکـرد دور  آشکارسازها هنوز هم از اشـباع در نیباشد، بهتر
 يهابه مدل ازین ،یواقع يایدن در آن يکاربردها شیافزا با هستند.
 شـده هیـو تعب لیموبا يهاستمیس يرو وزن که بتوانند برسبک

به  يادیعلاقه ز .ابدییش میافزا ییبه صورت نما ابند،یگسترش 
چـالش آشـکار  کیاست، اما هنوز هم  حوزه وجود داشته نیا

دو  يکه چگونه آشکارسازها میامقاله، ما نشان داده نیاست. در ا
 خـود یقبل ينسبت به آشکارسازها ياو تک مرحله يامرحله
به طور  يادو مرحله يکه آشکارسازها ی. در حالاندافتهیتوسعه 

 يبـرا تـوان از آنهـانمـی هسـتند، کنـد هسـتند و ترقیدق یکل
استفاده کرد.  تیامن ای یشخص لیبلادرنگ مانند اتومب يکاربردها

است که  کرده رییتغ ریموضوع در چند سال اخ نیحال، ا نیبا ا
 اریو بس قیبه همان اندازه دق يامرحله کیآشکارساز  کیدر آن 

  است.  یاز قبل ترعیسر
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  مشابه. يورود ریتصو اندازه در PASCAL VOC 2012 و MS-COCO يهاداده مجموعه يرو بر مختلف يآشکارسازها عملکرد سهیمقا ):2( جدول
 AP [0.5:0.95] AP 0.5 FPS اندازه ستون فقرات سال مدل

R-CNN* 2014 AlexNet 224 - 58.50% 

∼0.02 
∼0.23 
∼0.43 5 
∼3 5 

5 
∼4 

SPP-Net* 2015 ZF-5 Variable - 59.20% 

Fast R-CNN* 2015 VGG-16 Variable - 65.70% 

Faster R-CNN* 2016 VGG-16 600 - 67.00% 

R-FCN 2016 ResNet-101 600 31.50% 53.20% 

FPN 2017 ResNet-101 800 36.20% 59.10% 

Mask R-CNN 2018 ResNeXt-101-FPN 800 39.80% 62.30% 

DetectoRS 2020 ResNeXt-101 1333 53.30% 71.60% 

YOLO* 2015 (Modified) GoogLeNet 448 - 57.90% 45 

SSD 2016 VGG-16 300 23.20% 41.20% 46 

YOLOv2 2016 DarkNet-19 352 21.60% 44.00% 81 

RetinaNet 2018 ResNet-101-FPN 400 31.90% 49.50% 12 

YOLOv3 2018 DarkNet-53 320 28.20% 51.50% 45 

CenterNet 2019 Hourglass-104 512 42.10% 61.10% 7.8 

EfficientDet-D2 2020 Efficient-B2 768 43.00% 62.30% 41.7 

YOLOv4 2020 CSPDarkNet-53 512 43.00% 64.90% 31 

Swin-L 2021 HTC++ - 57.70% - - 
  

 نیترقیدق Swinمشهود است، مبدل  )3( لطور که در شکهمان
اگرچه  YOLOهاي مبتنی بر اما مدل آشکارساز تا به امروز است

دقت کمتري دارند اما با ابتکارات در معماري و دارا بودن نرخ 
اند که ادامه صاص دادهبررسی فریم بهتر جایگاهی را به خود اخت

از سوي دیگر رویکردهاي مبتنی  .کندامیدبخش می را هاآن توسعه
ها را بـر مبنـاي بر ستون فقرات سنگین همچنان بهترین پاسـخ

در دقت آشکارسازها،  یبا روند مثبت فعل دارند.دقت به همراه 
  .میدار ترعیو سر ترقیدق يبه آشکارسازها يادیز دیما ام

  

کنند که هیچ تعارض منـافعی تعارض منافع: نویسندگان اعلام می
    ندارند.
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