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کد منبع سامانه  هاتمیالگور نی. اشوندیافزار استفاده منرم يمعمار یابیباز يبرا يبندمانهیپ يهاتمیالگور
 کیافزار نرم يبندمانهیکه پ ییاز آنجا .کنندیم میتر تقستر و قابل فهمکوچک يهامانهیرا به پ يافزارنرم
آن  حـل يبر جستجو برا یمبتن يهااز روش معمولطور به است،  سختیرقطعیغ ياچندجملهله امس

 يبـرا هوشـمند، يجستجو يکردهایبا رو هایاستفاده از ابراکتشاف ر،یاخ يهادر سال .شودیاستفاده م
بر  یمبتن یعموم یابراکتشاف کیمقاله،  نیدر ا است. شیرو به افزا تیاز عموم يبه سطح بالاتر یابیدست

 تمیدر الگور .شودیافزار ارائه منرم يبندمانهیپ يبرا ،یلچندعام يهاعامل، با استفاده از مفهوم سامانه
 هـاي دارايو عامل شودیاستفاده م یتنوع و یتیتقو يجستجو يهادگاهیبا د ییهااز عامل ،يشنهادیپ

استفاده از  ترین اجتماع بااز جستجو، مناسب در هر گام گیرند.اجتماع قرار می کیدیدگاه یکسان در 
شوند. همچنین، در صورت موازي اجرا می هاي آن بهخودکار انتخاب و عامل طور بهیادگیري تقویتی 

دادن  نشـان يبـرا .شودیبراي حفظ تنوع، از مفهوم نظریه آشوب استفاده م ها،از عامل یطراحی برخ
ده  با اندازه کوچک و متوسط و یواقع يایدن يافزارسامانه نرم ازدهی يشنهادیپ تمیالگور ياجرا تیقابل

 دهندینشان م هاشیآزما جینتا .اندشدهمتفاوت انتخاب  يهاتیها و قابلبا دامنه رفاکسیفا لایموز از پوشه
نسبت بـه  يبالاتر را در زمان کمتر تیفیبا ک ییهايبندمانهیموارد پ شتریدر ب يشنهادیپ یکه ابراکتشاف

 تیـفیاز نظـر ک يشـنهادیپ تمیالگـور يعـدد بهبود نیانگیم .کندیم دیتول شده سهیمقا يهاتمیالگور
  .باشدیدرصد م 448/59 و 607/77 بیبه ترت رفاکسیفا لایده پوشه از موز يو زمان اجرا رو يبندمانهیپ
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  مقدمه. 1
افزار فهم برنامه نقش مهمی را در فرآیند توسعه و نگهداري نرم

داري، ک گام مهم براي فهم برنامه در فرآیند نگهیکند. بازي می
                                                             

 اله: پژوهشینوع مق 

  نویسنده مسئول *
  )گردانتاج( m.tajgardan@tabrizu.ac.irالکترونیک:  )هاي(پست

izadkhah@tabrizu.ac.ir )زدخواهیا(  
shahriar_lotfi@tabrizu.ac.ir )یلطف( 

کمک افزار با دهندگان نرمست. توسعهافزار ابازیابی معماري نرم
افزاري را اسـتخراج توانند ساختار نرمبندي میهاي پیمانهروش

. در بازیابی معماري ]1[کنند که طراحان آن در دسترس نیستند 
بندي، کد منبع یک سامانه هاي پیمانهافزار با استفاده از روشنرم
. در ]2[شود میافراز فهم هاي معنادار و قابلخشافزاري به بنرم

هـاي کـد منبـع ماننـد موجودیتافـزار، بنـدي نرمفرآیند پیمانه
نحوي ها به هایی به نام پیمانهمجموعهها، توابع و غیره در کلاس
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نسبت  یکسان پیمانه داراي هايموجودیت که وندشمی بنديگروه
یگر قرار دارنـد، بـه هـم هاي دهایی که در پیمانهبه موجودیت

پیمانه و میزان  یک در ارتباط افزار،نرم مهندسی در هستند. ترشبیه
افزاري به ترتیب انسـجام و هاي نرموابستگی متقابل بین پیمانه

. انسجام بالا و اتصال پایین ساختاري ]3[شوند اتصال نامیده می
کننـد کـه نگهـداري آن افزار فراهم مینرم دهندهرا براي توسعه

  .]4[است تر آسان
هاي ویژگیاي از شدهیچ تعریف جامع و تثبیتاز آنجایی که ه

اسـبه کیفیـت بندي بهینه وجود ندارد، امـروزه بـراي محپیمانه
ها از دو نوع ارزیابی شده توسط الگوریتمهاي تولید بنديپیمانه

چنـدین شود. در ارزیابی داخلی، تفاده میداخلی و خارجی اس
ها استفاده و به ي صحیح پیمانهجداسازمعیار براي ارزیابی میزان 

کننـد. در میها بنـديدام به امتیـازدهی پیمانهصورت مستقیم اق
خبره مقایسه  فرد بنديپیمانه با نهایی بنديهپیمان خارجی، ارزیابی

افزاري کسی است که شود. یک فرد خبره در یک سامانه نرممی
بندي که نهالگوریتم پیما. یک ]1[آن سامانه را تجزیه کرده است 

شده  بندي فراهمآن نزدیک به پیمانه دست آمده ازبندي به پیمانه
 توسط فرد خبره باشد، قابل اعتماد است.

بندي زیادي براي بازیابی معماري و هاي پیمانهتاکنون، الگوریتم
هـاي افزاري ارائه شده است. بیشـتر روشهاي نرمدرك سامانه

هسـتند. مراتبی یا مبتنی بر جستجو سلسله  فزارابندي نرمپیمانه
حریصانه هستند و در هر  ،]5[مراتبی ادغامی هاي سلسله روش

کنند. ها را با هم ادغام میترین موجودیتمرحله از جستجو شبیه
گیري تصـمیم دارنـد. یمعقـول يزمان جستجو هااین الگوریتم

ایـن  يبـرا تشابه موجود يارهایمعو محلی بودن  ]6[اختیاري 
ها هستند. با توجه به پیچیدگی از جمله معایب آن ،]1[ها روش

جسـتجو هاي مبتنی بر به طور معمول روشبندي، له پیمانهمسا
  شوند.براي حل آن استفاده می
هاي مبتنی بر حل نزدیک به بهینه، روشبا وجود دستیابی به راه
هاي سامانههاي تکاملی زمانی که بر روي جستجو مانند الگوریتم

هاي زمان محدودیت با شوندمی اعمال بزرگ مقیاس با اريافزنرم
رو هستند و همچنین به دلیل ماهیت اجرا و فضاي جستجو روبه

بندي هکنند. در این رویکردها، پیمانتصادفی بسیار کند عمل می

شـود و افزار به عنوان یک مساله جستجو در نظر گرفته مینرم
هدفـه یـا چندهدفـه بندي، توابع تکد پیمانهینبراي هدایت فرآ

دو  ]6[ TurboMQو  ]BasicMQ ]6 هايتابع شوند.استفاده می
 TurboMQ تابع شده و پرکاربرد هستند.شناختهتابع هدف خوب

دار نیز قابل اسـتفاده هاي وزنبراي گراف BasicMQبر خلاف 
. در ]6[است و همچنین پیچیدگی زمانی محاسبه آن کمتر است 

TurboMQ بـراي همـه 1(پیمانه توسـط رابطـه ، ابتدا فاکتور (
اتصـالات داخلـی  ௜ߤ، رابطـهشود. در این ها محاسبه میپیمانه

است.  ݆و پیمانه  ݅اتصالات خارجی بین پیمانه  ݆، ௜ߝو  ݅پیمانه 
 ݇شود که در آن، ) محاسبه می2( رابطهتوسط  TurboMQمقدار 

  ت. ها استعداد پیمانه
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افـزار بندي نرمهاي مختلفی که براي پیمانهبا توجه به الگوریتم
  وجود دارند، لازم به ذکر است که:

له اي غیرقطعـی سـخت بـودن مسـابا توجه به چندجملـه  .1
هاي اکتشافی الگوریتم به طور معمولافزار، بندي نرمپیمانه

شوند. با این حـال، و فرااکتشافی براي حل آن استفاده می
هاي می نیستند؛ یعنـی در دامنـهها اغلب عمواین الگوریتم

له هاي متفاوت از دامنه مساتی نمونهله متفاوت و یا حمسا
 . ]7[کارایی متفاوتی دارند  ،یکسان

هاي ترکیبـی رااکتشافیهاي اخیر، پژوهشگران از فدر سال  .2
له سـازي ترکیبـاتی ماننـد مسـاي بهینههالهبراي حل مسـا

اند. از جمله مزایاي ایـن افزار استفاده کردهبندي نرمپیمانه
حـل در زمـان ن کیفیـت راهدست آوردن بهتری ترکیب، به

تر است هاي پیچیدهلهمسا با مقابله توانایی ایشافز و ترکوتاه
ــدعاملی در مانهاســتفاده از ســا .]8[ ســازي پیادههــاي چن

ها با هاي ترکیبی، به دلیل امکان تعامل بین فرااکتشافیروش
هدف جستجوي هوشـمندانه فضـاي حالـت و همچنـین 

بـا ش همزمان مناطق مختلف فضـاي جسـتجو امکان کاو
برجسـته هاي بهتـر، حلشتر و رسیدن به راههدف تنوع بی
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هایی داراي محدودیتهاي ترکیبی است. با این حال، روش
فرااکتشافی با هـم نیز هستند. در برخی از آنها که چندین 

هـاي الگوریتم اي از همـهزیرمجموعـهشـوند، ترکیب می
 شوندصورت دستی انتخاب میفرااکتشافی خاص مساله به 

بر و پرهزینه است. از طرف دیگـر، طراحـی که زمان ،]9[
سـازي یند بهینههاي ترکیبی قبل از فرآاز این روشبرخی 

ایی و کـارغیربرخط) (طراحی  ]10[ شودواقعی انجام می
 له مختلف، بـه عمومیـتهاي مساها روي نمونهاین روش

حوه اجـراي که نزمانیهاي آموزشی وابستگی دارد. نمونه
شده به صورت ترتیبـی باشـد، بـا  هاي ترکیبفرااکتشافی

رو روبه هاریتمله پیدا کردن بهترین دنباله فراخوانی الگومسا
. در برخی ]11[سازي است له بهینههستند که خود یک مسا

طور موازي فضاي هاي ترکیبی که چندین عامل به روشاز 
ها و همچنن عملگرهاي عاملکنند، جستجو را کاوش می

، این در حـالی ]11[شده براي آنها یکسان هستند  تعریف
رهـاي عملگهـاي مختلـف بـا کـه اسـتفاده از عاملاست 

اي جسـتجوي هدلیل اسـتفاده آنهـا از دیـدگاهمتفاوت، به 
 یند جستجو کمک کند. تواند به فرآمختلف، می

هاي عمومی هستند که براي غلبـه بـر ها روشابراکتشافی  .3
ها در یک سطح بالاتري از انتزاع عمل مشکلات فرااکتشافی

ها حلها به جاي فضاي جستجوي راهکنند. ابراکتشافیمی
کنند. با توجـه ها عمل میفضاي جستجوي اکتشافی روي

اي از به منابع محدود و در دسترس بودن طیـف گسـترده
ها در هر مرحلـه از له، ابراکتشافیهاي خاص مسافیاکتشا

شافی را ترین اکتجستجو با توجه به شرایط موجود مناسب
ها بــا اسـتفاده از ابراکتشــافیکننــد. انتخـاب و اعمــال می

 رو است که عبارتند از:ی روبههایچالش

  برخی از این رویکردها ممکن اسـت خودمختـاري
 هاي چندعاملی را محدود کننـدگیري سامانهتصمیم

ها ها به عامل. استفاده از یادگیري در ابراکتشافی]8[
دهد تا بدون محدود شـدن خودمختـاري، اجازه می

ا بهبود داده و در زمان حل یک ظرفیت عمل خود ر
سازي تصمیم بهتري بگیرند. با این حال، ه بهینهلمسا

هایی کــه از یــادگیري تعــداد زیــادي از ابراکتشــافی
کننــد، تنهــا داراي یــک طــرح تقــویتی اســتفاده می

مهم یـادگیري  پاداش/جریمه هستند و از دو ویژگی
پیروي تاخیري و پاداش  خطا و آزمایش شامل تقویتی

هایی کـه از ابراکتشـافیکنند. بنابراین، طراحـی نمی
کنند، ضروري معیارهاي یادگیري تقویتی پیروي می

 است.

 شـده در برخـی از هاي تعریـف مجموعه وضـعیت
هایی را که در ها ممکن است همه موقعیتابراکتشافی

از طـرف افتند، شامل نشـود. طی جستجو اتفاق می
 یمختلفـ يرهـاغیاز مت هاتیوضع فیدر تعر گر،ید

درست آنها بر عهده کاربر  میکه تنظ ودشیاستفاده م
 خطا وغیرها با استفاده از آزمایش است. تنظیم این مت

براین، تعریف مجموعـه بنا است. نهیبر و پرهززمان
هـا و موقعیت نحوي که شـامل همـهها به وضعیت
  رسد.می نظر به مناسب باشد، مساله از مستقل همچنین

هاي مبتنی بر جستجو کند روشدر نتیجه، براي مقابله با عملکرد 
هـاي موجـود و توسـعه هاي بزرگ، بـه بهبـود روشدر گراف

هاي جدید، براي جستجوي هوشمندانه فضـاي جسـتجو روش
هاي چندعاملی ها در بستر سامانهنیاز است. استفاده از ابراکتشافی

کند. از بـین تر میهتر و آموزنداستراتژي جستجو را هوشمندانه
 ]12[ (کارهاي مرتبط) تنها مراجع 2شده در بخش  منابع معرفی

هاي چندعاملی و ابراکتشافی به ترتیب از مفهوم سامانه ]13[ و
  اند. افزار استفاده کردهبندي نرمبراي پیمانه

یافته و نسخه توسعه  ]14[مرجع  ما نیز در تحقیق قبلی خود در
تقویتی از یک ابراکتشافی مبتنی بر یادگیري  ]15[مرجع آن در 

استفاده  ،براي بهبود کارایی الگوریتم جستجوي محلی تکراري
انتخاب هوشمندانه  يبرا یتیتقو يریادگیاز  هامقاله نیاکردیم. 

در هر تکرار از  یمحل يکننده و جستجوآشفته يهاجفت مولفه
پـس از  .دنـکنیاسـتفاده مـ يتکرار یمحل يجستجو تمیالگور

کننده و سپس مولفه جفت مولفه، ابتدا مولفه آشفته نیانتخاب ا
 يشنهادیپ وش. اما در رشوندیاجرا م بیترت به یمحل يجستجو

 نیتعـادل بـ جادیا يبرا یتیتقو يریادگیدر مقاله حاضر، ما از 
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. در هر کنیممی) و تنوع (اکتشاف) استفاده يبردار(بهره تیتقو
بسته به  یتنوع ای یتیاز اجتماعات تقو یکیمرحله از جستجو، 

 يطور مواز آن به يهاو عامل شودیجستجو انتخاب م تیوضع
ممکن  مقاله حاضر در يشنهادیروش پ در .پردازندیم جستجو به

فعال  یاجتماع تنوع ای یتیاجتماع تقو یاست در چند تکرار متوال
از قبـل در نظـر  هـااجتماع ياجرا يبرا یخاص بیشود و ترت

 اجتمـاع کیـ ،جسـتجو تیبسته به وضـعگرفته نشده است و 
اجـرا  يطـور خودکـار بـرا به یتیتقو يریادگیمناسب توسط 

الگـوریتم  یشود. لازم به ذکر است که تفاوت اصـلیانتخاب م
در  ،]15[، ]14[ قبلـی مـا دو مقالـهپیشنهادي در این مقالـه بـا 

 یتنـوعو  یمحلـ يجسـتجو يهـاآنها اسـت و روش کردیرو
 انتخـاب شـوند و اتیـموجـود در ادب يهـااز روش توانندیم

 آنها وجود ندارد. يمقالات برا ریبودن از سا زیبر متما یضرورت
دو مقالـه مقاله با این  یگفت اشتراك اصل توانیم یکل طور به

 Q يریادگیاز  همه آنهادر است که  نیدر ا ،]15[، ]14[ قبلی ما
حال،  نیاستفاده شده است. با ا یتیتقو يریادگیبه عنوان روش 

کابرد خاص خود را  مقاله فعلی و دو مقاله قبلی در يریادگی نیا
 خـابمقاله حاضـر بـه عنـوان روش انت در يریادگی نیدارد. ا
اما  کندیارائه شده عمل م یابراکتشاف يبرا نییسطح پا یاکتشاف

 يریادگیبر  یمبتن یابراکتشاف کی ،]15[ ،]14[ قبلی هايدر مقاله
 یمحلـ يجسـتجو یفرااکتشـاف کیاصلاح رفتار  يبرا یتیتقو

  .شودیاستفاده م يتکرار
در نهایت، این مقاله یـک ابراکتشـافی مبتنـی بـر عامـل بـراي 

دهد که از یادگیري تقـویتی بـراي افزار ارائه میبندي نرمپیمانه
هاي تنـوعی در هـر هاي تقویتی و عاملانتخاب خودکار عامل

بندي کند. همچنین، ما از یک طبقهجستجو استفاده میوضعیت 
کنیم که نیاز به اطلاعات وضعیت مبتنی بر برازندگی استفاده می

هایی را که ممکـن وابسته به دامنه کمتري دارد و همه موقعیت
  شود.است در طول جستجو اتفاق بیفتد را شامل می

ي واقعـی بـا افزاري دنیانتایج آزمایشات روي یازده سامانه نرم
مقیـاس افزار بـزرگ وسط و ده پوشه از نرماندازه کوچک و مت

دهد ها و عملکردهاي مختلف نشان میموزیلافایرفاکس با اندازه
 تیفیبا ک ییهايبندمانهیموارد پ شتریدر بکه الگوریتم پیشنهادي 

 يهـاتمیدسـت آمـده توسـط الگور به يهايبندمانهیبالاتر از پ
که به زمان اجراي کمتـري  ، در حالیکندیم دیتول شده سهیمقا

  نیاز دارد.
انگیزه این مقاله این است که با جستجوي هوشـمندانه فضـاي 
جستجو با استفاده از یک ابراکتشافی مبتنی بر یادگیري تقویتی، 

طور همزمان بهبود دهد. ما بندي و زمان اجرا را به ت پیمانهکیفی
ها و استفاده هاي ابراکتشافیمعتقدیم که با در نظر گرفتن چالش

تـوان میهاي چندعاملی در روش پیشـنهادي، از مفهوم سامانه
دست آورد. کیفیت بالاتر را در زمان کمتر به هایی با بنديپیمانه

  اند:هاي علمی این مقاله در زیر خلاصه شدهدر نهایت، سهم
ها جهت بهبـود عمومیـت الگـوریتم استفاده از ابراکتشافی  .1

  ادي.پیشنه
ها با استفاده از مفهوم حلجستجوي هوشمندانه فضاي راه  .2

 هاي چندعاملی.سامانه

 صورت اجتماع.هاي سطح پایین به طراحی اکتشافی  .3

استفاده از یادگیري تقویتی براي انتخاب خودکار اجتمـاع   .4
 مناسب در هر وضعیت از جستجو.

 ها در اجتماع.اجراي موازي عامل  .5

وضعیت مبتنی بر برازندگی کـه  بندياستفاده از یک طبقه  .6
ه و همـعـات وابسـته بـه دامنـه کمتـري دارد نیاز به اطلا

طـی جسـتجو اتفـاق هایی را که ممکن است در موقعیت
 شود.بیفتند، شامل می

بندي از نظـر مقـدار معیـار هاي پیمانهحلبهبود کیفیت راه  .7
TurboMQ. 

 هايریتمبهبود زمان اجراي روش پیشنهادي نسبت به الگو  .8
  مبتنی بر جستجوي مقایسه شده.

. اسـتدهی شـده عدي مقاله به شرح زیر سـازمانهاي ببخش
، 3د. بخش کنتوصیف می، برخی از کارهاي مرتبط را 2بخش 

له ، مسـا4د. بخـش کنـرا تعریـف میمفاهیم اولیه مـورد نیـاز 
 ،5دهـد. بخـش افزاري را شـرح میهاي نرمبندي سامانهپیمانه

هـا را ، آزمایش6کند. بخش الگوریتم پیشنهادي را توصیف می
شـده ، در مورد نتیجه پژوهش انجـام 7کند. بخش توصیف می

  کند. بحث می
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  کارهاي مرتبط. 2
دي بنـپیمانههاي مختلفی براي حل مسـاله الگوریتم در ادبیات،

 ها راتوان این الگوریتمطور معمول، میافزار وجود دارند. به نرم
بنـدي طبقه مراتبیبه دو گروه مجزا سلسله مراتبی و غیرسلسله

 کنیم.ها را معرفی می. در ادامه، ما برخی از این روشکرد

  مراتبیهاي سلسله روش. 2.1
، پیوند ]SL (]6، پیوند تکی CL (]6[)هاي پیوند کامل (الگوریتم
، از جمله ]WAL (]6و پیوند متوسط وزنی AL (]6[ )متوسط (

) CA(هاي ترکیبـی سنتی و الگوریتممراتبی هاي سلسله روش
) CCT(بندي تعاونی و پیمانه ]17[) WCA، ترکیبی وزنی (]16[
هاي سلسـله مراتبـی موجـود هسـتند. در ، از دیگر روش]18[

ي آنها شامل معیار هاهمراه ویژگی بهها ، این روش)1جدول (
 شده است.شده و نوع آن خلاصه شباهت استفاده 

  موجود مراتبی سلسله بنديپیمانه هايالگوریتم از برخی ):1( جدول

 نوع معیار معیار شباهت روش

SL Jaccard Local 

CL Jaccard Local 

AL Jaccard Local 

WAL Jaccard Local 

CA Jaccard Local 

WCA Ellenberg Local 

CCT Jaccard-NM and Unbiased 
Ellenberg-NM Local 

  مراتبیهاي غیرسلسلهروش. 2.2
ـــش،  ـــن بخ ـــی از الگوریتمدر ای ـــاي پیمانهبرخ ـــدي ه بن

هاي مبتنی بر جستجو، را معرفی ویژه روشمراتبی، بهغیرسلسله
هاي مختلف مانند جستجوي سراسري کنیم که داراي ویژگیمی

)GS) ــی ــه ()، تکLS)، جســتجوي محل ــه SOهدف )، چندهدف
)MOهاي ساختاري ()، مبتنی بر ویژگیSهاي )، مبتنی بر ویژگی

)، مبتنی بـر یـادگیري و بـدون یـادگیري non-Sغیرساختاري (
هاي آنها را خلاصه ها و ویژگی) این الگوریتم2هستند. جدول (

  کند.می
 يبنـدمانهیپ يبـرا Bunchبـه نـام  تمیالگـور کی ،]19[ چلیم

نورد و دو نسخه از تپه کیژنت تمیافزار ارائه کرد که از الگورنرم
 يجستجو ي. فضاکندیاستفاده م SAHCو  NAHC يهابه نام

 افتنیـ يرا بـرا تمیالگور نیسرعت ا ،Bunch تمیبزرگ الگور
تعـداد  گـر،یطرف د زا .]3[ دهدیمناسب کاهش م يبندمانهیپ

 ادیـز اریبس تمیالگور نیتوسط ا شده دیتول يتکرار يهاحلراه
  .]3[است 

 DAGCبه نـام  کیژنت تمیالگور کی ،]20[ انیپارسا و بوشهر 
اسـتفاده  گشـتیبـر جا یمبتن يکدگذار کیارائه کردند که از 

 يفضـا یولـ دارد يادهیـچیپ يروش کدگذار DAGC. کندیم
کـاهش  یطور قابل تـوجه به Bunchبا  سهیجستجو را در مقا

  .دهدیم
چندهدفـه بـه  کیژنت تمیدو الگور ،]21[ ائویهارمن و  تیپراد
پنج تابع  يدارا کیکردند که هر  شنهادیپ MCAو  ECA يهانام

  هدف هستند. 
به نام  عیتوز نیتخم تمیالگور کی ،]22[و همکارانش  گردانتاج

EDA يجـا کـه بـه افـزار ارائـه کردنـدنرم يبنـدمانهیپ يبرا 
 يهاحلراه دیتول يبرا یمدل احتمال کیاز  یکیژنت يعملگرها

  .کندیاستفاده م دیجد
 نیو همچن MSبه نام  دیتابع هدف جد کی ،]23[ ویهوانگ و ل 

 تمینورد، الگـورتپه تمیالگور يهابه نام يبندمانهیپ تمیسه الگور
آنهـا در  ارائـه کردنـد. یچنـدعامل یتکـامل تمیو الگور کیژنت

با اهداف  ی، سه عملگر تکامل]12[ یچندعامل یتکامل تمیالگور
هـا) ارائـه حلها (راهعامل يبرا يو خودآموز يرقابت، همکار

  کردند.
 يریادگیـبر  یمبتن یابراکتشاف کی ،]13[ واسینیو سر يکومار

و  بیـانتخـاب، ترک یکـیژنت يانتخاب عملگرها يبرا یتیتقو
  ارائه کردند. کیژنت تمیجهش مناسب در هر نسل از الگور

 دیچندهدفه جد یتابع برازندگ کی ،]25[و همکارانش  یجلال
 يرساختاریو غ يساختار يهایژگیو که کردند ارائه MOF نام به

  .ردیگیرا با هم در نظر م



 7    يافزارنرم يهاسامانه يبندمانهیپ يبر عامل برا یمبتن یابراکتشاف کی/ یلطف .ش زدخواه،یا .گردان، حتاج .م 

 

  موجود جستجوي بر مبتنی بنديپیمانه هايالگوریتم از برخی ):2( جدول

 SO / MO LS / GS S / non-S محدودیت اصلی
features 

Learning-
based 

 روش نوع

فضا و زمانمحدودیت   SO GS S No Genetic algorithm Bunch ]19[  

لیگیرکردن در بهینه مح  SO LS S No Hill-climbing algorithm NAHC ]24[  

لیگیرکردن در بهینه مح  SO LS S No Hill-climbing algorithm SAHC ]24[  

]SO GS S No Genetic algorithm DAGC ]20 محدودیت فضا و زمان  

فضا و زمانمحدودیت   MO GS S No Two archive Genetic algorithm ECA ]21[  

]MO GS S No Two archive Genetic algorithm MCA ]21 محدودیت فضا و زمان  

 SO GS S Yes Estimation of Distribution محدودیت فضا و زمان
Algorithm 

EDA ]22[  

]SO GS S No Genetic algorithm GA-SMCP ]23 محدودیت فضا و زمان  

 MO GS S, non-S Yes Estimation of Distribution محدودیت فضا و زمان
Algorithm 

EoD ]25[  

لیگیرکردن در بهینه مح  SO LS non-S No Hill-climbing algorithm SHC ]26[  

  محدودیت فضا و زمان
SO 

 
GS 

 
S 

 
No 

Sand Cat Swarm Optimization 
Algorithm 

Modified SCSO ]27[  

 MO GS S Yes Hyper-heuristic-based Genetic محدودیت فضا و زمان
Algorithm 

MHypEA ]13[  

  

 SHCنـام  نورد بـهیک الگوریتم تپه ،]26[کارگر و همکارانش 
یک گراف  نویسی است و ازارائه کردند که مستقل از زبان برنامه

افزار استفاده دست آوردن معماري نرموابستگی معنایی براي به 
  کند.می

سازي ازدحام گربه یک الگوریتم بهینه ]27[آراسته و همکارانش 
افـزار ارائـه بندي موثر کد منبع نرمشنی گسسته را براي خوشه

  کردند.
و  ]FCA (]28[ ،ACDC ]29بندي سریع (هاي خوشه الگوریتم

k-means ]6[، ــه دســته روش ــدي هــاي پیمانهنیــز متعلــق ب بن
  مراتبی هستند.غیرسلسله

  تعریف مفاهیم اولیه. 3
  شوند. در این بخش، مفاهیم اولیه مورد نیاز تعریف می

  Q-يریادگی. 3.1
از هاي یادگیري تقـویتی اسـت کـه ز روشیکی ا Q-یادگیري
ا و پاداش تاخیري، هاي این یادگیري، یعنی آزمون و خطویژگی

عمل داراي -، هر جفت وضعیتQ-در یادگیريکند. پیروي می
دهد پاداش انباشته کل را نشان میاست که مقدار  Q-یک مقدار

هاي همه جفت Q- شود. مقادیرمحاسبه می Q-و توسط یک تابع
شوند. فرض کنیـد ذخیره می Q-عمل در یک جدول-وضعیت

ܵ = ,ଵݏ} , ଶݏ … , ܣو  {௡ݏ = {ܽଵ, ܽଶ , … , ܽ௠}  یـک به ترتیب
هـاي عملهاي ممکن و یک مجموعـه از ز وضعیتمجموعه ا

) 3رابطه (با استفاده از  Q-دهند. مقادیرقابل انتخاب را نشان می
، سیگنال تقویتی فـوري ௧ାଵݎ، شود که در این رابطهمحاسبه می
ߙ ∈ ߛ، نــرخ یــادگیري [0,1] ∈ فــاکتور تخفیـــف و  [0,1]
௧ݏ)ܳ ,ܽ௧) مقدار-Q  است. ݐدر زمان  
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ܳ௧ାଵ(ݏ௧ ,ܽ௧) = 
௧ݏ)ܳ      ,ܽ௧) + ߙ ቂݎ௧ାଵ + maxߛ

ୟ
(ܽ,௧ାଵݏ)ܳ ௧ݏ)ܳ− ,ܽ௧)ቃ 

)3(  

  نقشه آشوب منطقی. 3.2 
 یآشـوب يهـادنبالـه دیتول يبرا یآشوب يهانقشه ات،یاضیر در

 نیپرکاربردتر از یکی ،]30[ی نقشه منطق .]30[ شوندیاستفاده م
مرتبه  يانقشه چندجمله کی یمنطق نقشه است. یآشوب يهانقشه

   .کندیم فیآن را توص )4( رابطهدوم است و 

)4(  ܺ௡ାଵ = −௡(1ܺݎ ܺ௡) 

است کـه رفتـار  4و  0 نیپارامتر کنترل ب کی ݎ، رابطه نیدر ا
0توانـد همگـرا (می ܺمتغیر . کندیم نییرا تع ܺ ریمتغ ≤ ݎ ≤

3اي ()، دوره3 < ݎ ≤ ـــی3.56 ـــا ب 3.56( نظم) ی < ݎ ≤ 4 (
଴ܺ ݈ܽ݅ݐ݅݊݅که  یطیواضح است که تحت شراباشد.  ∈ و  [0,1]

ܺ଴ ∉ {0.0, 0.25, 0.5, 0.75, ܺ آنگاه ،{1.0 ∈  است. [0,1]

در بازه  یتوسط نقشه منطق شده دیتول یاعداد آشوب که ییآنجا از
در  يبه اعداد ینگاشت اعداد آشوب يبرا یوابعاز تهستند،  0-1

 در یآشوب دادکه اع دی. فرض کنشوداستفاده میبازه مورد نظر 
اسـت.  ݔشـده  دیتول یهستند و عدد آشوب ௛௜௚௛ܺبه  ݓ݋݈ܺبازه 
 هدر باز حیصح يبه عدد ݔ ینگاشت عدد آشوب يبرا )5( رابطه

 .]30[ شودیاستفاده م ܮبه  1

(ݔ)݂  )5( = ቆܦܷܱܴܰ
ܮ − 1

ܺ௛௜௚௛ − ௟ܺ௢௪
ݔ) − ௟ܺ௢௪) + 1ቇ 

  اجتماعتعریف . 3.3
اجتمـاع اسـت؛ نهادي ما یک ابراکتشافی مبتنی بر الگوریتم پیش

تجو به جاي یک اکتشـافی سـطح یعنی در هر وضعیت از جس
ما اجتماع شود. ها انتخاب میجتماع از عامل(عامل)، یک اپایین 

کنیم که متعلق به دسته یکسانی ها تعریف میرا گروهی از عامل
ی و آشفتگی) هستند و هر کدام از هاي محلها (دستهاز اکتشافی

شند. داشته بارا براي حل مساله  خود خاص دیدگاه ندتوانمی آنها
هـاي لگوریتمتواننـد اها میعاملبراي مثال، در اجتماع محلی، 

هاي جستجوي محلی یکسان الگوریتم متفاوت، محلی جستجوي
 هايرها و مولفهغیهاي جستجوي محلی یکسان با متیا الگوریتم

  سازي کنند.جستجوي متفاوت را پیاده

  له. طرح مسا4
افزار به هاي نرمبندي موجودیتگروهیند افزار فرآبندي نرمپیمانه
وابستگی بالایی  هایی کهکه موجودیت طوريها است به پیمانه

بندي به درك شوند. پیمانهبندي مییکسان گروهدارند در پیمانه 
تر شدن فرآیند کند و باعث آسانیمک مافزاري کهاي نرمسامانه

هاي ها براي نمایش سامانهشود. عموما، گرافها مینگهداري آن
. گــراف وابســتگی ]6[شــوند افــزاري پیچیــده اســتفاده میمنر

شده است که دیدگاهی شناختهموجودیت یک نوع گراف خوب
ها دهد. در این گراف، گرهافزار را نشان میانتزاعی از ساختار نرم

روابط بین افزاري و هاي سامانه نرمها به ترتیب موجودیتو یال
ما از ایـن گـراف بـه عنـوان ورودي در دهند. آنها را نشان می

کنیم. فرض کنید یک بندي پیشنهادي استفاده مییمانهپ الگوریتم
ــورت  ــه ص ــت ب ــتگی موجودی ــراف وابس ܩܦܣگ =  (ܧ,ܸ)

ܸگذاري شـده اسـت، کـه در آن برچسب = ,ଶݒ,ଵݒ} …  {௡ݒ,
مجموعه روابط بـین آنهـا  واست موجودیت  ݊اي از مجموعه

ܧ برابر با ⊆ ܸ × ܸ = ௜ݒ)} ௜ݒ|(௝ݒ, ௝ݒ, ∈ ܸ ∧ ݅ ≠ د. باشن  {݆
 ݇هـا بـه بندي همه موجودیتبندي منجر به گروهفرآیند پیمانه

,ଵ,݉ଶ݉}پیمانه غیرهمپوشان  … ,݉௞} ه در آن ـــــشود، کمی
ଵܯ ଶܯ∪ ∪ ௞ܯ∪ …  = ௜ܯ، ܸ ≠ ௜ܯ، ∅ ௝ܯ∩ = ∅، ݅ ≠ ݆ 

,݅و  ݆ = 1, 2, … , رابطـه طوري که مقدار تابع هدف (بهاست  ݇
افـزار، در مهندسـی نرم، بیشـینه شـود. TurboMQ)، یعنی )2(

ی متقابل پایین بین هاي بالا در یک پیمانه و میزان وابستگارتباط
افــزاري هاي نرمهــاي ســامانهعنــوان ویژگیها بــه پیمانــه

  .]3[شوند شده در نظر گرفته میطراحیخوب

  الگوریتم پیشنهادي. 5
-AbHyh در این بخش، یک ابراکتشافی مبتنی بر عامل بـه نـام

SSM شـود. افـزاري ارائـه میهاي نرمبندي سـامانهبراي پیمانه
ابراکتشافی انتخاب پیشنهادي از دو سطح بالا و پایین تشـکیل 
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کـه ر سطح بالا، لازم است یک اکتشافی سـطح بـالا شود. دمی
شامل دو مولفه روش انتخاب اجتماع و روش پذیرش حرکت 

(بخـش  Q-ياز یـادگیر AbHyh-SSMاست، مشخص شـود. 
قادر است  کند و) به عنوان روش انتخاب اجتماع استفاده می3.1

مناسـب را در طـول مراحـل هـاي طور هوشـمندانه اجتماعبه 
الگوریتم پیشـنهادي از بندي انتخاب کند. متفاوت فرآیند پیمانه

اسـتفاده ه حرکات به عنوان روش پـذیرش حرکـت روش هم
  پذیرد.شده جدید را می تولید حلکند؛ یعنی همیشه راهمی

له، فی پیشنهادي شامل یک نمایش از مسـاسطح پایین ابراکتشا
در ایـن مقالـه، ها است. اي از اجتماعی و مجموعهتوابع ارزیاب

، بـراي ]Bunch ]19 شـده درکدگذاري مبتنی بر مقدار استفاده
امـا بـا اشـاره بـه شود، حل از مساله استفاده مینمایش یک راه

افزاري هاي نرمها را در سامانهما حداکثر تعداد پیمانه، ]1[مرجع 
,100)݊݅݉ به فایرفاکس) موزیلا هاي(پوشه بزرگ محدود  (3/݊

براي  ]Bunch ]19 در پیشنهادشده TurboMQ همچنین، کنیم.می
دسـت آمـده در طـول هاي بـه بنـديگیري کیفیت پیمانههانداز

ابراکتشافی مبتنی یک  AbHyh-SSM شود.جستجو استفاده می
بر اجتماع است؛ یعنی در هر مرحله از جستجو به جـاي یـک 

هـا انتخـاب جتمـاع از عاملاکتشافی سطح پایین (عامل) یک ا
هدفمند براي جستجوي فضاي حالـت صورت شوند که به می

شبه کد سـطح  )1(الگوریتم اند. بندي طراحی شدهمساله پیمانه
  دهد. ان میپیشنهادي را نش AbHyh-SSMبالاي 
پـس از  نشان داده شـده اسـت، )1( تمیکه در الگور طورهمان

 Q-مقدار نیبا بالاتراجتماع  کی یعنی اجتماع؛ نیانتخاب بهتر
صورت موازي و با شده به هاي اجتماع انتخابعامل)، 6(خط 

حل و بهترین راه شوندیماجرا  حل فعلی الگوریتمشروع از راه
حل جدید در نظر گرفتـه ها به عنوان راهتولیدشده توسط عامل

 حرکت رشیپذ اریمع کیسپس، با استفاده از . )7(خط شود می
گرفتـه  میتصـم حل جدیدراه رشیعدم پذ ای رشیدر مورد پذ

 یبر اساس برازندگ يبعد تی، وضعپس از آن). 8(خط  شودیم
). 9(خط  شودیمشخص م شدهرفتهیپذ حلهرا نیشده آخرنرمال
آن  ياجـرا ییشـده بـر اسـاس کـاراانتخاب اجتماع Q-مقدار

 یبروزرسـان تی، وضـعسـپس ).10(خـط  شودیم یبروزرسان

(خط  شودیثبت م يحل سراسرراه نیرت) و به11(خط  شودیم
 شـودیانتخاب م تمیالگور يبعد کرارت يبرا اجتماع کی). 12

خواهد پیشنهادي توصیف در ادامه، جزئیات الگوریتم  ).5(خط 
  .شد

 پیشنهادي الگوریتم بالاي سطح کد شبه ):1( الگوریتم

  1: Initialization( ) 
  2: GlobalBest = solinitial 
  3: Solcurrent = Solinitial 
  4: Determine_initial_state( ) 
  5: while (!stopping_criteria) do 
  6:      selected_action = select_coalition( ) 
  7:      Solnew = Produce_new_solution(selected_action,   
           Solcurrent) 
  8:      Move_acceptance() 
  9:      Determine_next_state( ) 
10:      Update_reward of action( ) 
11:      st = st+1 
12:      Update_GlobalBest( ) 
13:end while 

  هامجموعه عمل. 5.1
از آنجایی که ما در الگوریتم پیشنهادي خود از یادگیري تقویتی 

ها مجموعه وضعیتها و کنیم، تعریف مجموعه عملمی استفاده
در روش کـه در بـالا توضـیح داده شـد،  طورلازم است. همان

 AbHyh-SSMدهد. را نشان می اجتماع یک ،عمل هر پیشنهادي
از دو اجتماع محلی و آشفتگی به ترتیب با هدف تقویت و تنوع 

هاي موجـود در کند. از آنجایی که هر کدام از عاملاستفاده می
ند دیدگاه خـاص خـود را در مـورد مسـاله توانیک اجتماع می

هـاي متفـاوتی را از آنها مجاز هستند که الگوریتمداشته باشند، 
ایـن امـر موجـب کنند. سازي ود پیادهفی اجتماع خدسته اکتشا

ررسـی و هاي مختلـف بدیـدگاهبنـدي از شود مساله پیمانهمی
ها در از طرفی، اجراي موازي عاملشود. جستجوي بهتري انجام 

  شود. هر اجتماع باعث افزایش قدرت محاسباتی می

  هامجموعه وضعیت. 5.2
گیري در یادگیري تقویتی، وضعیت، شرایط محیطی براي تصمیم

بنـدي . ما از یک طبقه]31[دهد در مورد یک عمل را نشان می
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استفاده ، ]31[ مرجع شده دروضعیت مبتنی بر برازندگی، اشاره
عات وابسـته بـه دامنـه کمتـري دارد. از کنیم که نیاز به اطلامی

ارد، هاي متفاوتی دلف دامنههاي مختلهآنجایی که برازندگی مسا
شده از تکرار محاسبه) ௡݂௘௪(توسط میانگین حرکت برازندگی 

شده با استفاده گی نرمالشود. برازنداول تا تکرار فعلی نرمال می
ها بـه سـه آید. در این مقاله، وضعیتدست می) به 6از رابطه (

(݂)݉ݎ݋݊زطبقه ∈ [0,0.67), [0.67,1.33), تقسیم  (∞,1.33]
  .شوندمی

(݂)݉ݎ݋݊  )6( =
݂

)݃ݒܣ ௡݂௘௪) 

  سیگنال تقویتی فوري. 5.3
یک سیگنال یادگیري تقویتی است که  ݎ))، 3( رابطه( Q-در تابع
توسط  Q-یادگیرياز  غیرمت این دهد.می نشان را جریمه یا پاداش

حل ، اگر بهترین راه]31[ مرجع شود. با اشاره بهکاربر تعریف می
هاي اجتماع فعلی بهبـود سراسري بتواند در پایان اجراي عامل

ݎعمل یک پاداش -یابد، جفت وضعیت = کنـد؛ دریافت می 1
ݎدر غیر این صورت، یک جریمه  =   شود.اعمال می 1−

 Q-رهاي تابعغیمت. 5.4

)) 3( رابطه( Q-در تابعغیر فاکتور تخفیف و نرخ یادگیري دو مت
کند. در ، تاثیر پاداش آینده را تعیین میߛهستند. فاکتور تخفیف، 

AbHyh-SSMدر  8/0 رغیمت، مقدار این ]31[ مرجع ، با اشاره به
، نسبت پذیرش اطلاعـات ߙشود. نرخ یادگیري، نظر گرفته می
داشـتن اطلاعـات موجـود را نشـان شده یـا نگهجدید آموخته

) 7(رابطـه ، از ]31[مرجـع دهد. در این مطالعه، با اشاره به می
شـود کـه در آن، ر اسـتفاده میغیـبراي کنتـرل پویـاي ایـن مت

 ௠௔௫݊݋݅ݐܽݎ݁ݐ݅تکــرار فعلــی الگــوریتم و  ௖௨௥௥௘௡௧݊݋݅ݐܽݎ݁ݐ݅
حداکثر تعداد تکرار مجاز را براي اجراي الگـوریتم پیشـنهادي 

 دهد.نشان می

௧ߙ  )7( = 1− ൬0.9 ×
௖௨௥௥௘௡௧݊݋݅ݐܽݎ݁ݐ݅
௠௔௫݊݋݅ݐܽݎ݁ݐ݅

൰ 

  ر کنترل نقشه آشوب منطقیغیمت. 5.5
براي بهبود سرعت همگرایی و کارایی،  ،يشنهادیپ الگوریتمدر 

ی اعداد تصادف از اعداد آشوبی به جايها عامل یبرخ یدر طراح
تنوع حفظ و از افتادن  ی. با استفاده از اعداد آشوبدشویاستفاده م

که مـا بـه رفتـار  ییجااز آن .شودیم يریجلوگ یمحل نهیدر به
  .میریگیدر نظر م 4را برابر  ݎ مقدار م،یدار ازین ܺ ریمتغ یآشوب

 هاي اجتماع آشفتگیعامل. 5.6

هـا بـا هـدف اجتماع آشفتگی شامل سه عامل است. این عامل
هـاي مختلـف مختـل حل دریافتی را بـه روشحفظ تنوع، راه

کنند تا به مناطق ناشـناخته فضـاي جسـتجو دسـت یابنـد. می
داده شرح در ادامه شده براي اجتماع آشفتگی هاي طراحیعامل

  .خواهند شد

  اجتماع آشفتگی 1عامل . 5.6.1

 فیرا توصـ یعامل از اجتماع آشفتگ نیرفتار اول )2( تمیالگور
 1 نیب ݐ حیصح یعدد تصادف کیابتدا، در این الگوریتم، . کندیم

را نشـان  تمیکـه تعـداد تکـرار الگـور شـودیم دتولی ⌊2/݊⌋تا 
سپس، در هر تکرار،  کروموزوم است. يهاتعداد ژن ݊. دهدیم

با آنها  مانهیانتخاب و شماره پ اعداد آشوبیدو ژن با استفاده از 
عدد  کیهر ژن، ابتدا،  تخابان ي. براشودیم ضیتعویکدیگر 

 یو سپس عدد آشوب شودیم دیتول )4(رابطه  از استفاده با یآشوب
 1در بازه  حیعدد صح کیبه ) 5(رابطه شده با استفاده از دیتول
 عامـل اجـازه نیـ. لازم به ذکر است که اشودینگاشت م ݊به 

 ییهاژنشماره پیمانه  یین جابجایو همچن يتکرار يهاییجابجا
 نیتوسط ا یاستفاده از اعداد آشوب .دهدیرا نم کسانی مانهیبا پ

ها شماره ژن يبرا يکمتر يکه اعداد تکرار شودیعامل باعث م
 يترآشـفته يهاحلمحاسبات کمتر و راه جه،یدر نت شود. دیتول
  .شودیم دیتول

 اجتماع آشفتگی 2. عامل 5.6.2

. کندیم يسازادهیرا پ )3( تمیالگور یعامل دوم از اجتماع آشفتگ
  ،vertex  couplingو  vertex cohesionعامل از دو مفهوم  نیا
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استفاده  ییهاگره هدفمند ییشناسا يبرا ،]32[ مرجع در شدهاشاره
 vertex cohesion کنـد. رییآنها تغ مانهیشماره پ دیکه با کندیم

 مانـهیدر داخـل پ ݑراس  بـهشده متصل هايسانسبت تعداد ر
 مانـهیپ نیـدر ا یدرون هايراس به تعداد کل اتصال نیشامل ا
 یاتصال خارج هايسانسبت تعداد ر vertex couplingاست. 

 نیممکن به ا یاتصال خارج هايسابه تعداد کل ر ݑبه راس 
  است.  مانهیپ

  آشفتگی اجتماع 1 عامل کد شبه ):2( الگوریتم

Ensure: Perturbated solution s′ 
  1: s′ ← received_solution 
  2: t ← generate an integer number between 1 to ⌊n/2⌋                      
              randomly (n: the length of chromosome) 
  3: i ← 1 
  4: while (i<=t) do 
  5:      x ← generate an integer number between 1 to n  
                   using chaos theory 
  6:      y ← generate an integer number between 1 to n 
                   using chaos theory 
  7:      s′ ← swap (s′ (x), s′ (y)) 
  8:      i ← i+1 
  9: end while 

  آشفتگی اجتماع 2 عامل کد شبه ):3( الگوریتم

Ensure: Perturbated solution s′ 
  1: s ← received_solution 
  2: s′ ← s 
  3: k ← number of modules in s 
  4: TurboMQ ← fitness of s (fs) 
  5: i ← 1 
  6: while (i<=n   n: the number of nodes) do 
  7:      compute vertex cohesion for node i of the s 
  8:      compute vertex coupling for node i of the s 
  9:      if (vertex cohesion-vertex coupling<TurboMQ/k) 
  10:        s′(i) ← choose from the s, the module number of  
                           one of the dissimilar-module neighbors of                                              
                           node i, randomly        
  11:    end if 
  12:    i ← i+1 
  13: end while 

است  ݏ يهامانهیتعداد پ ݇است،  یافتیحل درراه ݏ دیفرض کن
ها در همه گره يعامل، برا نیاست. ا ݏ یازندگبر TurboMQو 
  .کندیم یرا بررس) 8( رابطه ݏ

)8(  vertex cohesion-vertex coupling < TurboMQ/k 

طـور  آن بـه مانـهیرابطه را ارضا کند، شـماره پ نیا ݅اگر گره 
خود  مانهیپرهمیغ يهاهیهمسا از یکی مانهیبه شماره پ یتصادف

 ياهیهمسـا نیچنـ وجودو در صورت عدم  کندیم رییتغ ݏدر 
 يهامانـهیشـماره پ انیـاز م یطور تصـادف آن به مانهیشماره پ

 کدام چیه . لازم به ذکر است که اگرشودیانتخاب م ݏموجود در 

 یطـور تصـادف گره بـه کیرابطه را ارضا نکنند،  نیها ااز گره
  .شودیانتخاب م

  اجتماع آشفتگی 3. عامل 5.6.3

 فیرا توصـ یرفتار عامل سوم از اجتماع آشـفتگ )4( تمیالگور
ین با ا کندیدوم رفتار م یعامل مشابه با عامل آشفتگ نی. اکندیم

 )8( هــرابطدرستی  یبررس ه منظورتفاوت که در هر مرحله، ب
 نیدتریـرابطه بـا توجـه بـه جد نیا يرهاغی، مت݅هر گره  يبرا
محاسبه  ݏی افتیحل درراه نینه بر اساس اول ،شدهجادیا لحراه

 رییـرابطـه را ارضـا کنـد، تغ نیا يااگر گرههمچنین . شوندیم
شده انجام دیحل تولراه نیدتریبر اساس جد زیآن ن مانهیشماره پ

  .شودیم

  آشفتگی اجتماع 3 عامل کد شبه ):4( الگوریتم

Ensure: Perturbated solution s′ 
  1: s′ ← received_solution 
  2: i← 1 
  3: while (i<=n   n: the number of nodes) do 
  4:      k ← number of modules in s′ 
  5:      TurboMQ ← fitness of s′ (fs′) 
  6:      compute vertex cohesion for node i of the s′ 
  7:      compute vertex coupling for node i of the s′ 
  8:      if (vertex cohesion-vertex coupling<TurboMQ/k) 
  9:        s′(i) ← choose from the s′, the module number of  
                          one of the dissimilar-module neighbors  
                          of node i, randomly        
  10:    end if 
  11:    i ← i+1 
  12: end while 

  هاي اجتماع محلیعامل. 5.7
هـاي جسـتجوي اجتماع محلی شامل سه عامل است که روش

کنند. از آنجایی که ما محلی را با هدف تقویت جستجو اجرا می
الگوریتم پیشنهادي را روي ده پوشه از موزیلا فایرفاکس و یازده 
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هـاي عاملکنیم، آزمـون مـی افزاري با اندازه کوچکنه نرمساما
صورت متفاوت براي هر کدام از این دو دسته به  اجتماع محلی
هاي مـوزیلا اند. دلیل این امر این است کـه پوشـهطراحی شده

اجتماع  هايعامل و هستند برخوردار بالاتري مقیاس از رفاکسفای
اي طراحی شوند که زمـان اجـراي طـولانی گونهمحلی باید به

از طرف بالایی برخوردار باشند.  باشند؛ یعنی از سرعتنداشته 
افـزاري هاي نرمهاي محلی در سامانهدیگر، سرعت بالاي عامل

افتادن آنها در چک، منجر به همگرایی زودرس و گیربا اندازه کو
، بـراي ده 1هاي اجتماع محلـی شود. عاملهاي محلی میبهینه

، براي یازده سامانه 2 پوشه از موزیلا فایرفاکس و اجتماع محلی
  شوند.ادامه توصیف میو متوسط، در  کوچک اندازه با زاريافنرم

  1اجتماع محلی  1عامل . 5.7.1

 يسـازادهیرا پ) 5(الگـوریتم  ،1ی از اجتماع محلـ عامل نیاول
این الگوریتم یک روش جستجوي محلی را توصـیف  .کندیم

و  دریـافتی حـلراه يهامانـهیتعـداد پ ݇ یـدفـرض کنکند. می
TurboMQ حرکت  يبرا تم،یالگور نیاست. در ا آن یبرازندگ

به نحوي گره  کیآن،  هیهمسا بنديپیمانهبه  بنديپیمانه کیاز 
و سپس شماره  کندیصدق م) 8( که در رابطه شودیانتخاب م

 مانهیپرهمیغ يهاهیاز همسا یکی مانهیبه شماره پ این گره مانهیپ
 نی. در صورت عدم وجود چنـکندیم رییتغ یحل فعلدر راه آن

 انیم از تصادفی طور به شدهانتخاب گره مانهیپ شماره ،ياهیهمسا
. اگر شودیانتخاب م یحل فعلموجود در راه يهامانهیشماره پ

حل همسایه نتواند یا راه وجود نداشته باشد یژگیو نیبا ا ياگره
قبل از  تمیالگور ياجرا شده را بهبود دهد،حل یافتبهترین راه

  .ابدییبه حداکثر زمان مجاز خاتمه م دنیرس

  1اجتماع محلی  3و  2هاي عامل. 5.7.2

 رفتار مشابهی دارند و 1ی از اجتماع محلو سوم دوم  هايعامل
هـر  يبرا ابتدا تم،یالگور نی. در ادنکنیرا اجرا م )6(الگوریتم 

سپس،  .شودیمحاسبه م هامانهیاز آن به همه پ هاالیگره تعداد 
 يهامانهیخود کمتر از پ مانهیآن به پ يهاالیگره که تعداد  کی
وجـود  یژگـیو نیبا ا يا. اگر گرهشودیاست، انتخاب م گرید

زمـان  ثربه حـداک دنیقبل از رس تمیالگور ينداشته باشد، اجرا
 نیـگـره بـا ا نیاگر چنـد گر،ی. از طرف دابدییخاتمه م مجاز

انتخـاب  یطـور تصـادف گره به کی ،داشته باشدوجود  یژگیو
 نیشتریکه ب يامانهیشده به پگره انتخاب ،ي. در گام بعدشودیم

 نیبا ا مانهیپ نی. اگر چندابدییرا با آن دارد، انتقال م الیتعداد 
 نی. اابدییانتقال م مانهیپ نیگره به بهتر نیوجود دارد، ا یژگیو

 .شوندید، تکرار منخاتمه ارضا نشو طیشرا کهیتا زمان اتیعمل
هاي تصادفی این الگوریتم ممکن است منجر به عملکرد بخش

 متفاوت این دو عامل شود.

 1 محلی اجتماع 1 عامل کد شبه ):5( الگوریتم

Ensure: Improved solution s_best 
  1: s ← received_solution 
  2: s_best ← s 
  3: k ← number of modules in s 
  4: TurboMQ ← fitness of s (fs) 
  5: while (stopping condition not reached) do 
  6:      i ← 1 
  7:      while (i<=n   n: the number of nodes) do 
  8:           compute vertex cohesion for node i of the s 
  9:           compute vertex coupling for node i of the s 
 10:          if (vertex cohesion-vertex coupling<TurboMQ/k) 
 11:              s(i) ← choose from the s, the module number of 
                               one of the dissimilar-module neighbors of 
                               node i, randomly 
12:               TurboMQ ← fitness of s (fs) 
 13:               break  
 14:           else 
 15:                i ← i+1 
 16:           end if 
 17:     end while         
 18:          if (TurboMQ>f(s_best)) 
 19:             s_best ← s 
 20:             k ← number of modules in s 
 21:          else 
 22:             break 
 23:          end if 
 24:end while 

  2اجتماع محلی  2و  1هاي عامل. 5.7.3

 یمحل يجستجو روش 2اول و دوم از اجتماع محلی هاي عامل
 روش نیکد ا شبه )،7( تمی. الگورکنندیم يسازادهیرا پ يتکرار

 یمحل يدو عامل در روش جستجو نی. تفاوت ادهدیرا نشان م
 ]NAHC ]24شده توسط آنها است. عامل اول از روش استفاده
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 یمحل يدر بخش جستجو ]SAHC ]24و عامل دوم از روش 
از  حـلراه یقسمت آشـفتگ يبراهر دو عامل . کندیاستفاده م
براي قسمت معیـار اجتماع آشفتگی) و  1) (عامل 2(الگوریتم 

در روش فقط بهبود،  کنند.می استفاده بهبود فقط روش از پذیرش
حل شود که بهترین راهبهینه محلی جدید فقط زمانی پذیرفته می

ها، با هدف در این عاملرا بهبود دهد.  الگوریتم توسط شدهیافت
در هر بار اجرا، ) 2(الگوریتم  تکرار تعداد تعیین براي بیشتر، تنوع

شـود و تولیـد می) 4رابطه (ابتدا یک عدد آشوبی با استفاده از 
) به یک عدد 5(رابطه سپس عدد آشوبی تولیدشده با استفاده از 

هاي تعداد ژن ݊شود که نگاشت می ⌊2/݊⌋به  1صحیح در بازه 
  کروموزوم است. 

  1 محلی اجتماع 3 و 2 هايعامل کد شبه ):6( الگوریتم

Ensure: Improved solution 
  1: while (stopping condition not reached) do 
  2:      calculate the number of links from each node to all 
           modules  
  3:      select a node that has fewer links to its module than 
           other modules  
           /* if there are several nodes, select a node randomly */ 
  4:      transfer the selected node to the module that has the    
           highest number of links to it 
           /* if there are several modules, select the best module 
           in terms of modularization quality (MQ) */ 
  5: end while 

  2 محلی اجتماع 2 و 1 هايعامل کد شبه ):7( الگوریتم

Ensure: Improved solution s′′ 
  1: s0 ← received_solution 
  2: s ← local_search(s0) 
  3: while stopping condition not reached do 
  4:      s′ ← solution_perturbation(s, history) 
  5:      s′′ ← local_search(s′) 
  6:      s ← acceptance_criterion ( s, s′′,  history ) 
  7: end while 

  2اجتماع محلی  3عامل . 5.7.4
 ریمتغ یگیهمسا يجستجو روش 2از اجتماع محلی  عامل سوم

را نشـان  این روشکد  شبه )8( تمیالگور .کندیم يسازادهیرا پ
 بـه عنـوان مولفـه ]NAHC ]24عامـل از روش  نیـ. ادهدیم

از آنجـایی کـه الگـوریتم . کنـدیاسـتفاده مـی محل يجستجو
جستجوي همسایگی متغیر از ایـده تغییـر همسـایگی اسـتفاده 

 ریصورت ز عامل به نیا يبرا یگیهمسا يدو استراتژکند، می
  :دنشویم فیتعر
 يبنــدمانهیدر پ جیــرا یگیاول همــان همســا ياســتراتژ 

در  هیهمسا يبندمانهیحل پافزار است که در آن دو راهنرم
 کیبا انتقال  یاگر آنها بتوانند به سادگ شوندینظر گرفته م

. ]6[ شوند لیتبد گریکدیبه  يگریبه د مانهیپ کیگره از 
 ،گـره ݊و  مانـهیپ ݇بـا  يبنـدمانهیپ کی يبرا جه،یدر نت

݊ هاهیحداکثر تعداد همسا ×  است.  ݇

  که رابطـه ݏحل از راه ݅در استراتژي دوم، ابتدا یک گره 
کند براي ، را برآورده می]32[ مرجع اشاره شده در ،)8(

شـماره  شـود. سـپس،حل همسایه انتخـاب میتولید راه
پیمانـه شده به طور تصادفی به شماره پیمانه گره انتخاب

و همه  ݅اگر گره  کند.تغییر می ݏهایش در یکی از همسایه
داشـته باشـند،  ݏهمسایگانش شماره پیمانه یکسـانی در 

هاي طور تصادفی به یکی از شمارهبه  ݅شماره پیمانه گره 
شود. یا یک شماره پیمانه جدید تغییر داده می ݏپیمانه در 

ند، یک گره به رابطه بالا را ارضا نک ݏاي از اگر هیچ گره
طور شود و شماره پیمانه آن به خاب میطور تصادفی انت

یا یک شماره  ݏهاي پیمانه در تصادفی به یکی از شماره
 کند.ه جدید تغییر میپیمان

  2 محلی اجتماع 3 عامل کد شبه ):8( الگوریتم

Ensure: Improved solution sbest 
  1: s ← received_solution, choose {Nk} ,  k = 1, 2 
  2: sbest ← s 
  3: repeat 
  4:    k = 1 
  5:    repeat 
  6:         s′ ← random_solution(Nk)) 
  7:         s′′ ← local_search_NAHC(s′) 
  8:         if (f(s′′) > f(s′)) then 
  9:             s ← s′′ 
  10:       else 
  11:           k ← k + 1 
  12:       end if 
  13:       if (f(s′′) > f(sbest)) then 
  14:            sbest ← s′′ 
  15:       end if 
  16:    until k = 2 
  17: until stopping condition is not reached 
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  شرط خاتمه الگوریتم. 5.8
الگوریتم پیشنهادي یک روش مبتنـی بـر تکامـل که  از آنجایی

حل تعریف است، ما شرط خاتمه را همگرا شدن آن به یک راه
حل شود که بهترین راهکنیم. این الگوریتم زمانی متوقف میمی

تکرار متوالی بهبود داده نشود (یعنی الگوریتم  10سراسري در 
حداکثر تعداد تکرار مجاز بـراي الگـوریتم همگرا شده باشد). 

  در نظر گرفته شده است. 1000پیشنهادي نیز 

  مرتبه فضایی الگوریتم پیشنهادي. 5.9
براي محاسـبه مرتبـه فضـایی الگـوریتم پیشـنهادي، ابتـدا، مـا 

  یریم:گهاي زیر را در نظر میفرض
  ها در گراف وابستگی موجودیت: تعداد گره݊     
 بنديحل پیمانههاي یک راه: تعداد پیمانه݇     

)، لازم )1(براي محاسبه مرتبه فضایی روش پیشنهادي (الگوریتم 
است مرتبه فضایی براي همه دستورات محاسبه شود و حداکثر 

پیشنهادي  الگوریتم فضایی مرتبه عنوان به آنها بین زا فضایی مرتبه
در ادامه، مرتبه فضایی خطوط مختلف الگـوریتم انتخاب شود. 

  آورده شده است: )1(
 ݊حل اولیه (کروموزوم) تصادفی به طول : تولید یک راه1خط 

با سه سـطر و دو سـتون  Q-دهی اولیه جدول) و مقدار(݊)ܱ(
  است. (݊)ܱ)، در نتیجه مرتبه فضایی (1)ܱ(

حل سراسري در نظـر حل اولیه به عنوان بهترین راه: راه2خط 
 است. (݊)ܱشود، در نتیجه مرتبه فضایی گرفته می

حـل فعلـی در نظـر گرفتـه حل اولیه بـه عنـوان راه: راه3خط 
  است. (݊)ܱشود، در نتیجه مرتبه فضایی می

شـود، ) محاسبه می6( وضعیت اولیه با استفاده از رابطه :4خط 
  است. (1)ܱنتیجه مرتبه فضایی  در

شود، در نتیجـه مرتبـه فضـایی : شرط خاتمه بررسی می5خط 
  است. (1)ܱ
: با توجه به وضعیت جستجو، بهترین اجتماع با توجه به 6خط 

  است. (1)ܱشود، در نتیجه مرتبه فضایی انتخاب می Q-جدول
هاي اجتماع آشفتگی یا اجتماع محلـی بـه طـور : عامل7خط 

اجتمـاع آشـفتگی  1شوند. مرتبه فضایی عامل موازي اجرا می
اجتماع آشفتگی  3، عامل (݊)ܱاجتماع آشفتگی  2، عامل (1)ܱ
اجتماع  3و  2هاي ، عامل(1)ܱ 1اجتماع محلی  1، عامل (1)ܱ
اجتماع  2، عامل (݊)ܱ 2اجتماع محلی  1، عامل (1)ܱ 1محلی 
݊)ܱ 2محلی  × ݇ ×  (݊)ܱ 2مـاع محلـی اجت 3و عامـل  (݊

  است. (ଶ݇݊)ܱاست. در نتیجه مرتبه فضایی این خط 
حـل فعلـی حل جدید به عنوان راه: در مورد پذیرش راه8خط 

  است. (1)ܱگیرد، در نتیجه مرتبه فضایی تصمیم می
) محاسبه 6( استفاده از رابطه: وضعیت بعدي جستجو با 9خط 

  ست.ا (1)ܱشود، در نتیجه مرتبه فضایی می
با استفاده از رابطه  Q-عمل در جدول-: درایه وضعیت10خط 

  است. (1)ܱشود، در نتیجه مرتبه فضایی ) بروزرسانی می3(
: وضعیت بعدي به عنوان وضعیت فعلی در نظر گرفته 11خط 

  است.  (1)ܱشود، در نتیجه مرتبه زمانی می
حل سراسري در صورت لزوم بروزرسـانی : بهترین راه12خط 

  است. (1)ܱشود، در نتیجه مرتبه زمانی می
با توجه به موارد ذکر شـده در بـالا، مرتبـه فضـایی الگـوریتم 

  است. (ଶ݇݊)ܱپیشنهادي 

  هاآزمایش. 6
هـاي و پژوهش هانظیمات آزمایشی، نتایج آزمایشاین بخش ت

کـد هـا و دادهلازم بـه ذکـر اسـت کـه  د.دهـارائه میآینده را 
  : زیر قابل دسترسی است پیوندسازي مقاله در شبیه

https://github.com/mahjoubeh-t/Software-Modularization  
سیسـتم یک بر روي  2017متلب نسخه  افزارنرم ها درایشآزم

اي پنج هستهگیگابایت و پردازنده  4مشخصات رم با  يکامپیوتر
 گیگاهرتز اجرا شده است. 4/2

  تنظیمات آزمایشی. 6.1
لازم بـراي ارزیـابی تنظیمـات آزمایشـی به بیان در این بخش، 

هـا پرداختـه و مقایسه آن با سایر الگوریتمالگوریتم پیشنهادي 
  .خواهد شد
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  افزارينرمسامانه . 6.1.1

افزاري دنیاي واقعی با اندازه کوچک و متوسط یازده سامانه نرم
هاي مختلف ها و اندازهو ده پوشه از موزیلا فایرفاکس با قابلیت

که  شده استگوریتم پیشنهادي انتخاب براي ارزیابی و مقایسه ال
  دهند.آنها را نشان میهاي ترتیب ویژگی) به4() و 3ول (اجد

  متخصص هیتجز. 6.1.2

ن نزدیـک بـه آبندي معتبر است اگر نتیجه پیمانهیک الگوریتم 
در این مقالـه، از تجزیـه خبـره سـامانه تجزیه فرد خبره باشد. 

mtunis  براي ارزیابی دقت و قابلیت اطمینان الگوریتم پیشنهادي
  شود.استفاده می

  ارزیابی نتایج. 6.1.3

اي ارزیابی )) بر2(رابطه ( TurboMQدر این مقاله از تابع هدف 
شـود. بـراي ارزیـابی قابلیـت استفاده میها بنديکیفیت پیمانه

، ]MoJo ]6اطمینان الگوریتم پیشنهادي از معیارهـاي خـارجی 
Edge MoJo ]6[  وFm ]6[  میانگین هارمونیـک)Precision  و

Recallم شود. علاوه بر این، زمان اجراي الگـوریت) استفاده می
هـاي دیگـر مقایسـه یکسان با الگوریتمروي موردهاي مطالعه 

  شود.می

  پژوهش هايسوال. 6.1.4

هاي پژوهش خشی الگوریتم پیشنهادي، سوالبراي ارزیابی اثرب
  شوند.زیر پاسخ داده می

بندي نزدیک به تجزیـه فـرد آیا الگوریتم پیشنهادي پیمانه  .1
 کند؟خبره تولید می

آیا ابراکتشافی مبتنی بـر عامـل پیشـنهادي از نظـر معیـار   .2
TurboMQ مراتبی بندي سلسلههاي پیمانهبهتر از الگوریتم

 کند؟شده عمل میمراتبی مقایسهو غیرسلسله

 آیا الگوریتم پیشنهادي پایدار است؟  .3

هـاي آیا زمان اجراي الگوریتم پیشنهادي کمتر از الگوریتم  .4
 شده است؟مبتنی بر جستجوي مقایسه

  هانتایج آزمایش. 6.2
هدف، مقایسـه دهد. ج مطالعه تجربی را ارائه میاین بخش نتای

مراتبی و سلســلههــاي یشــنهادي بــا برخــی از الگوریتمروش پ
بـر  یمبتنـ يبنـدمانهیپ يهـاتمیالگورمراتبی اسـت. غیرسلسله

 سهیمقا TurboMQاز نظر  يشنهادیپ تمیالگور با ما که ییجستجو
، ]Bunch-GA ]19[، DAGC ]20[ ،Bunch-NAHC ]24 میکرد

SHC ]26[، GA-SMCP ]23[ ،EOD ]25[  وSCSO ]27[ 
) 2طور خلاصه در جدول (ها بههاي این الگوریتمویژگی هستند.

ي بنـدمانهیپ يهاتمیما از الگورآورده شده است. علاوه بر این، 
 single linkage ]6[، completeماننـد  یادغـام مراتبیسلسله

linkage ]6[ ،average linkage ]6[ و WCA-UE ]17[  بـراي
طور هـا بـههـاي ایـن الگوریتمکنیم. ویژگیمقایسه استفاده می

 FCAهـاي الگوریتم) آورده شده اسـت. 1لاصه در جدول (خ
]28[، k-means ]6[  وACDC ]29[ انتخـاب  سهیمقا يبرا زین

 اند.شده

  شده استفاده يافزارنرم يهاسامانه فیتوص ):3( جدول
#Links #Files  Description Name  

57  20 An operating system for educational purpose written in the Turing language mtunis 
32 13 A small compiler developed at the University of Toronto compiler 
52  16 A file system nos 
29  18 Graph drawing tool boxer  
33  21 A tool to analyze several proteins at the same time spdb 
103  24  Spelling and typographical error correction software ispell 
64  26 Program dependency analysis tool ciald 
163  29 System used to manages multiple revisions of files Rcs 
89  36 A program understanding tool Star 
179  37 Parser generator Bison 
87  38 Program dependency graph generator for C programs Cia 
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  ]1[ رفاکسیفا لایموز از شدهانتخاب يهاپوشه يهایژگیو ):4( جدول
Folder Functionality #Modules  # Links # Files Folder Name 

Enabling as many people as possible to use Web sites, even when those 
people’s abilities are limited in some way. 
Files for accessibility (i.e., MSAA (Microsoft Active Accessibility), 
ATK (Accessibility Toolkit, used by GTK+ 2) support files). 

8 293 179 ACCESSIBLE 

Contains the front end code (in XUL, Javascript, XBL, and C++) for 
the Firefox browser 
Contains the front end code for the DevTools (Scratchpad, Style Editor, 
etc.) 
Contains images and CSS files to skin the browser for each OS (Linux, 
Mac and Windows) 

4  45 45 BROWSER 

Miscellaneous files used by the build process. 2  4 21 BUILD 

The data structures that represent the structure of Web pages (HTML, 
SVG, XML documents, elements, text nodes, etc.) containing the 
implementation of many DOM interfaces and also implement some 
behaviors associated with those objects, such as link handling, form 
control behavior, and form submission. 
This directory also contains the code for XUL, XBL, XTF as well as the 
code implementing XSLT and event handling. 

13 2948 881 CONTENT 

Container for database-accessing modules. 4 494 97 DB  

IDL definitions of the interfaces defined by the DOM specifications 
The parts of the connection between JavaScript and the 
implementations of DOM objects 
Implementations of a few of the core “DOM Level 0” objects, such as 
window, window.navigator, window.location, etc. 

5  324 163 DOM 

Contains several extensions to mozilla, which can be enabled at 
compile-time 
Implementation of the negotiate auth method for HTTP and other 
protocols. Has code for SSPI, GSSAPI, etc. 
Content- and locale-pack switching user interface 
Permissions backend for cookies, images, etc., as well as the user 
interface to these permissions and other cookie features. 
Support for the datetime protocol. 
Support for the finger protocol. 
A two-way bridge between the CLR/.NET/Mono/C#/etc. world and 
XPCOM 
Implementation of W3C’s Platform for Privacy Preferences standard. 
Support for implementing XPCOM components in python. 
Support for accessing SQL databases from XUL applications 
Support for Webservices. 

13 206 179 EXTENSIONS 

Contains interfaces that abstract the capabilities of platform specific 
graphics toolkits, along with implementations on various platforms 
These interfaces provide methods for things like drawing images, text, 
and basic shapes 
It also contains basic data structures such as points and rectangles used 
here and in other parts of Mozilla. 

7 644 342 GFX 

Internationalization and localization support, 
Code for “sniffing” the character encoding of Web pages 
Code for dealing with Complex Text Layout, related to shaping of 
south Asian languages 
Code related to determination of locale information from the operating 
environment 
Code that converts (both ways: encoders and decoders) between UTF-
16 and many other character encodings 
Code related to implementation of various algorithms for Unicode text, 
such as case conversion. 

7 957 573  INTL  

Container for implementations of IPC (Inter-Process Communication). 4 59 391 IPC 
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  1 شماره سوال پژوهش. 6.2.1

را با برخی  ، ما الگوریتم پیشنهادي1 شمارهبراي پاسخ به سوال 
، ]Bunch ]19[، DAGC ]20 مانند جستجو بر مبتنی هايروش از

HC+Bunch ]33[ ،NAHC ]24[ ،SAHC ]24[  وEDA ]22[ 
) نتایج 5جدول (ایم. مقایسه کرده mtunis افزارينرم سامانه روي

صورت دهد. بهترین نتایج در این جدول بهمقایسه را شرح می
دهنـد کـه الگـوریتم اند. نتـایج نشـان میپررنگ مشخص شده

د خبـره بندي نزدیک به تجزیه فربه تولید پیمانهپیشنهادي قادر 
  بوده است.

 از یبرخ با )ABHYH-SSM( يشنهادیپ تمیالگور سهیمقا ):5( جدول

  یخارج يارهایمع نظر از جستجو بر یمبتن يهاتمیالگور
mF Edge MoJo MoJo  Algorhims 

0.57 7.47 5.00  Bunch [13] 

0.48  10.33 7.00 DAGC [14] 

0.25 11.14 9.00  HC+Bunch [31] 

0.53  13.14 5.00  NAHC [27] 

0.55 10.81  5.00  SAHC [27] 

0.57 7.47 5.00  EDA [16] 

0.5 7.47 5.00  AbHyh-SSM 

  2 شماره سوال پژوهش. 6.2.2

الگـوریتم پیشـنهادي را بـا ، مـا 2شـماره سوال براي پاسخ به 
اتبی موجود مرمراتبی و غیرسلسلههاي سلسلهبرخی از الگوریتم

مقایسه الگـوریتم پیشـنهادي  ) نتایج6(کنیم. جدول مقایسه می
هـاي مبتنـی بـر جسـتجو را ترین الگوریتمبا برخی از برجسته

د. بهترین نتـایج دهروي ده پوشه از موزیلا فایرفاکس نشان می
شوند. ستون آخر صورت پررنگ مشخص میبه در این جدول 

هـاي ي را در بـین الگوریتماین جدول، رتبه الگوریتم پیشـنهاد
طورکـه دهد. همانحل نشان میز نظر کیفیت راهشده، امقایسه 
ده مورد از  ردمو هشت در پیشنهادي الگوریتم کنید،می مشاهده

هایی با کیفیت بالاتر یـا بنديداراي رتبه یک است؛ یعنی پیمانه
هـا از بقیـه الگوریتمشـده بندي یافـت بهترین پیمانهبا  مساوي

و  Accessibleهاي هکند. در دو مورد دیگر، یعنی پوشتولید می
Browser، هـاي الگوریتم پیشنهادي رتبه دو را در بین الگوریتم

تـوان گفـت میـانگین بهبـود می نهایـت، در دارد. هشـد مقایسه
پوشه نسبت به بهتـرین  عددي الگوریتم پیشنهادي روي این ده

  درصد است. 607/77 شدهروش مقایسه 
هـاي روشایج مقایسـه الگـوریتم پیشـنهادي بـا ) نت7جدول (

و سـه  FCAو  k-means ،ACDCمراتبی، سه الگوریتم سلسله
را  SCSOو  Bunch-GA ،DAGC جستجويالگوریتم مبتنی بر 

بهترین نتـایج در ایـن دهد. افزاري نشان میسامانه نرم روي ده
شوند. واضـح اسـت کـه پررنگ مشخص میصورت جدول به
هایی بـا کیفیـت بنـديپیشنهادي در همه موارد پیمانهالگوریتم 

، k-means هـايمراتبی و الگوریتمهـاي سلسـلهبالاتر از روش
ACDC  وFCA ــد میتول ــرف دیگــر، کیفیــت ی کنــد. از ط

بهتـر یـا  AbHyh-SSMآمده توسـط هاي به دست بنديپیمانه
و  Bunchشـده توسـط  هاي تولیـدبنـديمساوي کیفیت پیمانه

DAGC به الگوریتم  مربوط ستون در تند.هسSCSO از آنجایی ،
 ]27[ مقالهافزاري در نرم براي پنج سامانه TurboMQکه مقدار 

در پـنج اند. مشـخص شـده» -«گزارش نشده است، با علامت 
 SCSOالگوریتم پیشنهادي در چهار مورد بهتـر از  مورد دیگر،

 تـوانیم ت،یدر نهاکند. یک مورد مساوي با آن عمل میو در 
ي روي ایـن ده شـنهادیپ تمیالگـور يبهبود عدد نیانگیگفت م
سـامانه هـر  يبـرا شـده سهیروش مقا نینسبت به بهتر سامانه

  ت.درصد اس 787/0

  3 شماره سوال پژوهش. 6.2.3

بار براي  10پیشنهادي  الگوریتم، 3 شمارهبراي پاسخ به سوال 
و پایـداري نتـایج شـود از موزیلا فایرفاکس اجرا می هر پوشه

رود نتـایج شود. انتظار میمی تحلیل t-testتوسط روش آماري 
اجراي مستقل به اندازه  10دست آمده توسط الگوریتم براي به 

  کافی به یکدیگر نزدیک باشند.
و  G1هاي اندازه به نام، نتایج در دو گروه همt-testبراي اعمال 

G2 توصــیفی و و ســپس برخــی آمارهــاي بنــدي شــده گروه
) نتایج این آزمون 8جدول ( شود.استنباطی از آنها استخراج می

دهد. سه ستون اول بـه ترتیـب میـانگین، انحـراف را نشان می
معیار و خطاي استاندارد بین میـانگین دو گـروه را بـه عنـوان 
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جدول خروجی  دو ستون آخرد. دهننشان می توصیفی آمارهاي
یـک آمـار هنـد. آزمـون لـون دآمارهاي استنباطی را نشـان می

هـا بـراي یـک متغیـر زیابی برابـري واریانساستنباطی براي ار
در  .Sig(ستون  p-valueاگر محاسبه شده براي دو گروه است. 

هـاي مـا) در آزمون 05/0داري (جدول) بیشتر از سـطح معنـی
هـاي برابـر را رد کـرد. توان فرضـیه صـفر واریانسباشد، نمی

اي مستقل دو نمونه t) به نتایج آزمون 8(هاي آخر جدول ستون

هـاي برابـر (بـر اسـاس هاي نمونه یکسان و واریانسبا اندازه
ز نتایج الگوریتم پیشنهادي نتایج آزمون لون) بر روي دو گروه ا

اند، اشاره دارد. همه مقادیر طور تصادفی از هم جدا شدهکه به 
Sig.  دهـد هستند که نشان می 05/0(مقادیر پررنگ) بزرگتر از
هاي برابر را رد کنیم. از این رو، توانیم فرضیه صفر میانگیننمی
 شوندیم همگرا یقبول قابل محدوده به مختلف هايآزمون نتایج

  است. داریپا يشنهادیپ تمیالگور جهیو در نت

 TURBOMQ نظر از جستجو بر یمبتن يهاتمیالگور نیتربرجسته از یبرخ با يشنهادیپ تمیالگور سهیمقا ):6( جدول

Rank AbHyh-
SSM EoD GA-

SMCP  SHC  Bunch-
NAHC  DAGC  Bunch-

GA  Folder name  

2  17.109 29.210 14.000  10.010 4.800 0.930 6.260 Accessible 

2  8.330 9.000 6.500  9.000 5.850 0.920 3.720 Browser 

1  3.000 2.900 1.230 0.920 1.000 0.500 3.000  Build  

1  33.060 10.110 12.010 16.970 5.410 0.190 6.760 Content 

1  5.085 2.510 1.900 2.340 2.600 0.860  2.340 Db 

1  15.923 8.000 5.110 12.870 4.300 0.920 6.160 Dom  

1 27.412 13.000 10.990 8.900 6.660 0.910 11.800 Extensions 

1  17.854 12.220 6.860 3.010 4.320 0.820 6.500 Gfx 

1  62.825 12.900 4.110 7.900 2.540 0.900 5.460 Intl 

1  14.980 10.900 5.640 4.500 3.920 0.840 5.640 Ipc 

  TURBOMQ نظر از FCA و K-MEANS، ACDC جستجو، بر یمبتن و یمراتبسلسله يهاتمیالگور از یبرخ با يشنهادیپ تمیالگور سهیمقا ):7( جدول

AbHyh-
SSM SCSO DAGC Bunch k-

means ACDC FCA Single 
Linkage 

Complete 
Linkage 

Average 
Linkage 

WCA-
UE 

Software 
systems 

1.506 - 1.506 1.506 0.850 1.000 1.220 0.933 0.527 0.527 0.836 Compiler 

3.101 - 3.101 3.101 0.790 2.820 3.020 0.964 0.983 0.964 1.343 Boxer 

2.190 2.189 1.997 2.177 1.200 1.750 1.970 0.995 1.639 1.739 1.489 Ispell 

2.684 2.455 1.763 2.606 1.000 1.000 2.250 0.994 0.994 0.994 0.994 Bison 

2.787 2.500 1.833 2.706 1.780 1.860 2.049 0.997 0.997 0.997 0.997 Cia 

2.851 - 2.463 2.851 0.780 1.700 1.720 0.984 1.093 0.487 0.984 Ciald 

1.636 - 1.606 1.636 0.980 1.000 1.080 0.990 0.990 0.990 0.969 Nos 

2.202 2.171 1.894 2.175 1.260 1.000 1.810 1.018 1.018 0.990 0.977 Rcs 

5.741 5.741 5.314 5.741 1.150 5.000 5.000 0.933 0.933 0.933 0.933 Spdb 

3.832 - 2.831 3.809 0.810 2.090 3.048 0.989 0.805 0.989 1.388 Star 
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  T-TEST آزمون نتایج ):8( جدول
 Descriptive Statistics Inferential Statistics 

Case 
Study 

Mean Standard 
Deviation 

Standard Error 
between Mean levene’s test t-test 

G1 G2 G1 G2 G1 G2 F Sig. T Sig. 
Accessible 19.895 20.150 0.697 0.569 0.311 0.254 1.524 0.252 -0.632 0.545 

Browser 6.811 6.715 0.376 0.395 0.168 0.176 0.277 0.613 0.395 0.703 

Build 2.600 2.800 0.548 0.447 0.245 0.200 1.524 0.252 -0.632 0.545 

Content 30.743 30.634 0.633 0.610 0.283 0.273 0.040 0.847 0.275 0.790 

Db 3.892 3.847 0.321 0.337 0.144 0.151 0.180 0.683 0.212 0.837 

Dom 14.111 13.856 0.598 0.447 0.267 0.200 0.520 0.491 0.764 0.467 

Extensions  26.688 26.511 0.929 0.868 0.415 0.388 0.099 0.761 0.310 0.764 

Gfx 17.538 17.610 0.201 0.144 0.090 0.064 2.442 0.157 -0.657 0.530 

Intl  65.062 64.772 2.597 2.414 1.161 1.080 0.013 0.911 0.183 0.859 

Ipc  17.826 17.836 0.504 0.510 0.226 0.228 0.000 0.984 -0.031 0.976 
  

  4شماره  سوال پژوهش. 6.2.4
پیشنهادي  اجراي روش زمان، ما 4 شمارهسوال راي پاسخ به ب

هاي مبتنی بر جستجوي سراسري مقایسـه را با برخی از روش
شـده، مـا از هاي مبتنی بر ژنتیک مقایسه یتم. براي الگورکردیم

اسـتفاده  ]28[و  ]1[مراجـع  شـده درغیر اسـتفاده تنظیمات مت
اسـتفاده غیرهـایی از همان مت ،]EoD ]25کردیم و براي روش 
فرض کنید اند. این الگوریتم استفاده کرده کردیم که نویسندگان

N ــداد موجودیتت ــان میع ــا را نش ــد، ه ــات متده ــر تنظیم غی
   اند.ذکر شده) 9در جدول (هاي تکاملی مقایسه شده الگوریتم

 تکاملی هايالگوریتم براي رغیتم تنظیمات ):9( جدول

Value  Parameter 

Roulette Wheel Selection  Selection  

Randomly changed a gene  Mutation operation  

One-point  Crossover operation  
There has been no improvement in 

the population for 50 iterations  Termination condition  

10N  Population size  

(N)20.004log  Mutation Rate  

0.8  Crossover Rate  

200N  Maximum number of 
generations  

را روي ده پوشه از موزیلا  زمان اجرا مقایسه نتایج )10( جدول
لازم به ذکر اسـت کـه زمـان اجـراي  دهد.کس نشان میفایرفا

بـه  ]28[شده از مقاله هاي مبتنی بر جستجوي مقایسه ریتمالگو
کامپیوتري با قدرت و حافظه بیشـتر است که روي دست آمده 

) بـه 10نتـایج در جـدول (بهترین  اند.اجرا شدهاز کامپیوتر ما 
کند نتایج این جدول اثبات می اند.شده مشخص پررنگ صورت

ورد) زمان اجراي روش که در بیشتر موارد (هشت مورد از ده م
هـاي مقایسـه وریتمکمتر از الگجهی طور قابل توپیشنهادي به 
ي زمان بهبود عدد نیانگیگفت م توانیم ت،یدر نهاشده است. 

 نیده پوشه نسبت به بهتـر نیا يرو يشنهادیپ تمیالگور اجراي
  درصد است. 448/59 شده سیروش مقا

 هاي آیندهپژوهش. 6.3

  موارد زیر اختصاص داده شود: توسعهآینده باید به  پژوهش
سـازي هاي بهینهلهپیشنهادي روي مسـااعمال الگوریتم  .1

 آمیزي گراف و غیره.ترکیباتی دیگر مانند رنگ

هاي کاربردي دیگر براي ارزیابی روش استفاده از برنامه .2
 پیشنهادي.

 استفاده از دیگر معیارهاي ارزیابی الگوریتم. .3

هاي بیشتر در ابراکتشـافی پیشـنهادي استفاده از اجتماع .4
 یره.مانند اجتماع سراسري و غ

 هاي موازي در هر اجتماع.تعریف همکاري بین عامل .5
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  (ثانیه) سراسري جستجوي بر مبتنی هايروش از برخی با پیشنهادي الگوریتم اجراي زمان مقایسه ):10( جدول
AbHyh-

SSM EoD GA-SMCP  MCA  ECA  DAGC  Bunch-GA  Folder name  

498.836 3990 5921  4437 4521 7471 4535 Accessible 

429.636 541 901  796.5 733.5 609.5 708 Browser 

428.341 431 540 425 421.5 383.805 512  Build  

1176.531 890021 5224315 943021 943040 4794247.5 950337.5 Content 

686.402 481  2301 1470.5 1363.5 1834.495  494.5 Db 

471.660 2208 6341 3153 3082.5 6139 3110 Dom  

1351.885 6259  6421 6730 6461 7653 6264 Extensions 

713.791 13238  21540 14966 14781 28173 15563 Gfx 

2234.378 22198 1034921 222884 223645 1333765.5 222888 Intl 

464.337 61211 99101 62683.5 62642.5 424153.5 62770.5 Ipc 
  

  گیرينتیجه. 7
داري برنامـه بندي یک روش کلیـدي بـراي درك و نگـهپیمانه

است. در این مقاله، ما یک الگوریتم ابراکتشافی مبتنی بر عامل 
پیشنهاد کردیم.  افزارنرمبندي براي پیمانه AbHyh-SSMبه نام 

 ابراکتشـافی و روش تفاده از الگـوریتمما نشان دادیم که با اسـ
هاي بنديتوان پیمانهچندعاملی می هايسامانه بستر در یادگیري
بنـدي یـک طبقهجاد کرد. همچنـین، در ایـن مطالعـه، خوبی ای

وضعیت مبتنی بر برازندگی که نیاز به اطلاعات وابسته به دامنه 
صورت یک ما، عمل به  کار در است. شده فادهاست ،دارد کمتري

تعریف شده است. چندین عامل موازي است،  شامل که عاجتما
ــی ــایج تجرب ــایج الگــوریتم پیشــنهادي و مقایســه آن  نت ــا نت ب

 روش کـهبنـدي شـناخته شـده نشـان داد هـاي پیمانهالگوریتم
AbHyh-SSM  ها و بنـديطور همزمان میزان کیفیـت پیمانهبه

  دهد.ن اجرا را بهبود میزما
  

کنند که هیچ تعارض منـافعی تعارض منافع: نویسندگان اعلام می
   ندارند.
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