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روند آن بـه  زیبوده و هم اکنون ن شیگذشته در حال افزا يهااز دهه تیفیمحصولات باک يتقاضا برا
 يهـامحصولات را بـا اسـتفاده از روش دیتول شیافزا ت،یفیک یابیادامه دارد. ارز يصورت تصاعد

در  یقابـل تـوجه جی. در چند سال گذشته نتـاکندیم نیتضم رمخربیخودکار، مقرون به صرفه و غ
دستاوردها با استفاده  نیبه دست آمده است. ا ییو غذا يمختلف کشاورز يهادر بخش تیفیک یابیارز

با  ن،یاند. علاوه بر اشده کسانی ياکپارچهیصورت ه ب ر،یتصاو لیو تحل نیماش يریادگی يهاکیاز تکن
 يهانیماش يمارآ يهايتکنولوژ بیترک يپژوهش بر رو نیا ن،یماش يریادگیمختلف  يهاوجود برنامه

 کیپژوهش، دو نوع تکن نیتمرکز کرده است. در ا يدر کشاورز نیماش یینایب يهاستمیو س يریادگی
 يهـاحلاند. راهاسـتفاده شـده يدر کشاورز نظارت شده و بدون نظارت، يریادگی ن،یماش يریادگی

 تمیالگـور ،یمصـنوع یبعص يهامانند شبکه ریپردازش تصاو يهاکیبر تکن یمبتن یمتنوع يافزارنرم
لف مورد درجات مخت هاوهیم يبندخودکار و طبقه صیتشخ يبرا يو منطق فاز قیعم يریادگی ک،یژنت

بهبود عملکرد  يبرا نهیبه يهاحلها و ارائه راهداده لیو تحل هیها به تجزکیتکن نیا اند.استفاده قرار گرفته
 زانیـم يادیتوان تا حد زیم ،يسازهیو شب يسازنهیبه يهااستفاده از روشکنند. با یکمک م ندهایفرآ

 یابیـارز يبـرا ییهـاتمیتوان الگوریم نیهمچن کاهش داد. را دیتول يهانهیتلف شده و هز هیمواد اول
 اتیـجزئ ت،یـکـرد. در نها يریجلـوگ تیـفیکرد و از اختلال در ک جادیا ییمحصولات غذا تیفیک

و  ایذکر شده و با در نظر گرفتن مزا يهاتمیمحصول با استفاده از الگور يبندمختلف درجه يهاروش
  .ردیگیقرار م یمورد بررس يکشاورز و یمحصولات باغ تیفیک یابیهر کدام در ارز بیمعا
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  . مقدمه1
کشـور  يتوسعه و رشد اقتصـاد در يو کشاورز ییغذا عیصنا

                                                             
 مرورياله: نوع مق 

  نویسنده مسئول *
  )یابونجم( abonajmi@ut.ac.irالکترونیک:  )هاي(پست

zohremostafaei@ut.ac.ir )یمصطفائ( 

 يو نگهـدار یعدم دانش کاف لیبه دل یول، دارند یینقش بسزا
 ییغـذا يهافرآورده و يمحصولات کشاورز تیفینامناسب، ک

حـوزه بـا  نیـا عیصـنا ن،یهمچنـ شده اسـت. یدچار مشکلات
 کـار، يرویـن نـهیهز ت،یفیو حفظ ک یابیمانند ارز ییهاچالش

رو هستند. به روبه دیتول يندهایکمبود کارگران ماهر و بهبود فرآ
 يهاروش ازمندین کنندگانيو فرآور دکنندگانیتول ل،یدل نیهم



 201   با استفاده از محاسبات نرم جاتیو سبز وهیم یسنجتیفیک یابیبر ارز يمرور/ یمصطفائ .ز ،یابونجم .م 

 

 هستند محصولات خود یبازرس يو سازگار برا ياقتصاد ع،یسر
 يافهیمحصولات، وظ بر گذارتاثیر يفاکتورها يبصر یابیارز .]1[

نادرسـت و  یابیصورت انجام ارز است و در برنهیدشوار و هز
بر علاوه  .]2[ ردیگیقرار م تاثیرتحت  جینتا ،یذهن يگذارتاثیر

طور استفاده شـده در قـرون گذشـته، بـه یعلم يهاروش ن،یا
از  یو برخ ک،یزیف ک،یساده مانند مکان نسبتا يهانهیدر زم یاصل
مسـائل  بکـار گرفتـه شـدند. یو مهندسـ يکـاربرد يهانـهیزم
و  يمـرتبط بـا علـوم کشـاورز يهاهمچون سامانه يتردهیچیپ

 لیـذکـر شـده قابـل تحل يهاشاستفاده از رو موارد مشابه، با
بـه ارتقـا  تواندیم ونیاتوماس ،يموارد نیچن در ].3[ باشندینم

را کـاهش  هانـهیشده و هز منجر يو فرآور دیدر تول يوربهره
لازم است که  ،يو کشاورز ییمواد غذا یسنجتیفیک يدهد. برا

 يهاستمیبا استفاده از س وهیخودکار م يبندو درجه يسازمرتب
شـامل  نـدیفرآ نیا انجام شود. ریو پردازش تصو یینایب نیماش

 لیتسه ياست، که برا ریتصاو لیو تحل هیضبط، پردازش، و تجز
در محصـولات  یفـیک اتیخصوص رمخربیو غ ینیع یابیارز

  .]5[، ]4[ ردیگیمورد استفاده قرار م ییو غذا يکشاورز
شـامل  ریتصـو لیـو تحل هیـاستفاده شـده در تجز يهاکیتکن

و  ریتصـو پـردازششیپ ر،یمانند به دست آوردن تصو یمراحل
 ریو تفسـ لیروش در تحل نیتریکه اساس شود،یم جینتا ریتفس

 بر اساس محاسبات نرم است يو کشاورز ییمواد غذا يبندطبقه
بـا همچنین و  عدم اطمینان از نتایجبا تقبل  محاسبات نرم .]6[

کننـده رود. اصـل هدایتپـیش مـیمحور قراردادن ذهن انسان 
بودن جهـت  برداري از خاصیت عدم دقیقبهره ،محاسبات نرم

حل است. به عنـوان راهآوردن هزینه  مساله و پایینکردن  مهار
منطـق فـازي، تـوان هاي ایـن محاسـبات، مـیترین شاخهمهم

یادگیري ماشین و  الگوریتم ژنتیک، هاي عصبی مصنوعی،شبکه
با منطق  یعصب يهاشبکه بی. ترک]7[ را نام برد یادگیري عمیق

 دسته امکان ب ،یعصب يهاو شبکه کیژنت يهاتمیالگور ای يفاز
به  چکدامیکه ه کندیرا فراهم م دیو جد ریفراگ یجیآوردن نتا

 یعصب يها. شبکه]3[ اندبه آن نبوده افتنی قادر به دست ییتنها
در  کنند،یاز ساختار مغز انسان عمل م یمدل کمّ کیبه عنوان 

 ریرا به تصو یاز دانش انسان یفیمدل ک کی يمقابل، منطق فاز

هـم  ،یعصـب يهاهـم شـبکه ،يبـه نحـو ن،ی. بنـابراکشـدیم
(کـه  یتیتقو يریادگیو  يو هم منطق فاز کیژنت يهاتمیالگور

و  طیاست) از تعامل مغز انسان با محـ یآن در روانشناس شهیر
روش ساده و  کی يمنطق فاز .]8[ رندیگیآن الهام م اتیتجرب

به کار  یشگاهیو آزما یصنعت يهااسیقابل فهم است که در مق
در  یسنج تیفیک يهاستمیس يساز. در حل مسائل، مدلرودیم

روش  نیها، اداده لیمحصولات، و تحل يبندطبقه ،ییغذا عیصنا
با مسائل  یبه خوب یشبکه عصب. ]10[ -]8[ است يکاربرد اریبس
ابزار  کیدارد و به عنوان  يسازگار دهیچیپ يهاو داده یرخطیغ

، ]8[ شودیاستفاده م ییمواد غذا تیفیک یابیارز يقدرتمند برا
هاي دیگر تکنیک هاي ژنتیک از نظرالگوریتم .]14[ -]11[، ]9[

این الگوریتم در میان جمعیتـی از نقـاط  جستجو تفاوت دارند.
کند و به جاي قواعد  قطعی از احتمالات اسـتفاده جستجو می

اي در صنایع این الگوریتم همچنین کاربرد گسترده ].15[ کنندمی
کاربرد ین روشی دقیق و پر. یادگیري ماشغذایی پیدا کرده است

صـنایع  هـاي سـورتینگ درهاي پاسخگو مانند ربـاتدر ربات
در حـال حاضـر،  .]15[، ]14[ باشـدو کشـاورزي مـی غذایی
هـاي مهندسـی هاي محاسبات نرم با موفقیت در زمینـهتکنیک

   .]17[، ]15[گیرند مورد استفاده قرار میو غذایی  کشاورزي
 هايسیسـتم و یادگیري هايماشین تکنولوژي پژوهش، این در

 محصـولات کیفیـت خودکـار تشخیص هدف با ماشین بینایی
 ایـن معایـب و مزایـا. گیرنـدمی قـرار بررسی مورد کشاورزي

 بررسی به این، بر علاوه. است شده ذکر )1( جدول در هاروش
 مـواد پـردازش در نـرم محاسبات هايروش عملی کاربردهاي

 پرداختـه کشـاورزي-غـذایی مـواد ایمنی و کشاورزي-غذایی
 هاروش این هايپتانسیل بر کیدتا منظور به بررسی این. شودمی
  .گیردمی صورت عملی مشکلات حل در

   
  پژوهش رویکرد ):1( شکل

تکنولوژي یادگیري 
 ماشین 

 سیستم بینایی ماشین

تشخیص خودکار کیفیت 
 محصولات کشاورزي
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 کشاورزي و غذایی صنایع در نرم محاسبات کاربرد .2

 الگـوي هايمحـدودیت بر غلبه براي توانمی را نرم محاسبات
 کشـاورزي-غـذایی محصولات بنديدرجه در سنتی محاسبات

 ايمسـاله بـه اشـاره براي نرم محاسبات اصطلاح. کرد استفاده
 همچنین و نیست بینیپیش قابل آن حل راه که شودمی استفاده
 1 تا صفر بین ايبازه در که است مبهم و غیرقطعی جوابی داراي
 ارزیـابی براي مفید ابزار یک نرم محاسبات ].18[گیرد می قرار

 سـازيمدل شـامل ابزار این. است غذایی مواد کیفیت و ایمنی
 هـايداده تفسـیر غـذایی، مواد ایمنی بینیپیش میکروبی، رشد

 حسی و کاربردي شیمیایی، فیزیکی، خواص بینیپیش و طیفی
 تولیـدات توسـعه ].19[اسـت  مختلف هايمیوه و غذایی مواد

 ازمحاسـبات نـرم، اسـتفاده با. است طولانی فرآیند یک غذایی
 بـا و فـراوان جزئیات با را بزرگی بسیار هايداده پایگاه میتوان

 محاسـبات نـرم، از استفاده با همچنین،. کرد تولید بالا سرعت
 و کــرده شناســایی را هاادویــه و مغــذي غــذایی مــواد میتــوان

 هوشمند بنديدرجه براي. بخشید بهبود را غذا پخت دستورهاي
 تصـویر پـردازش غذایی، و کشاورزي محصولات اتوماتیک و

 بـراي زیـادي هايفرصـت سیستم، این پیشرفت با. است لازم
 مخاطبان سلیقه با متناسب و جدید هايطعم با غذا تهیه و پخت

 عصـبی، شـبکه فازي، منطق کاربرد به مقاله این. شودمی ایجاد
 محصولات کیفیت ارزیابی در عمیق یادگیري و ژنتیک الگوریتم

  .کندمی پرداخت غذایی مواد و کشاورزي

  یادگیري ماشین. 2.1
 هاسیسـتم به که است هايزیرمجموعه از یکی ماشین یادگیري

 کننـد پیشـرفت و یـادگیري خودکار صورت به دهدمی امکان
 تمرکـز. باشـند داشته صریحی نویسیبرنامه به نیاز اینکه بدون
 به که است ايرایانه هايبرنامه توسعه بر ماشین یادگیري اصلی

. کنند استفاده یادگیري براي آنها از و کنند پیدا دسترسی هاداده
 ماننـد شـود،می آغـاز هـاداده یـا مشاهدات با یادگیري فرآیند

 هاداده در الگو یک به تا دستورات، یا و مستقیم تجارب ها،مثال
 هـدف. بگیرند بهتري تصمیمات هامثال این اساس بر و برسند
 بـدون کـه بـدهیم را امکان این کامپیوتر به که است آن اصلی

 بتوانـد و باشـد داشـته یادگیري خودکار طور به انسان دخالت
: است نوع دو داراي ماشین یادگیري. کند تنظیم را خود اقدامات
 همچنـین،. شـده غیرنظـارت یادگیري و شده نظارت یادگیري
 نیمـه یـادگیري ماننـد هـاییروش از تواندمی ماشین یادگیري
  .کند استفاده تقویتی یادگیري و شده نظارت

 کشاورزي-غذایی صنایع در نرم محاسبات هايروش برخی معایب و زایام :)1( جدول

  منبع  معایب  ایامز  روش

  منطق فازي
حل مسائل  ها،تر ماشینکنترل بهتر و موثر ساده و قابل درك،

کاربرد در مقیاس تجاري و  ها،جویی در هزینهصرفه پیچیده،
  آزمایشگاهی

 قابل قبول نبودن نتایج در صورت اشکال در قوانین،
هاي متعدد آزمایش ،انتخاب تابع عضویت و قوانین پایه

 کاربرد کمتر ،کارایی کمتر در بازشناسی الگو ،برو زمان
  در علم داده

]9[ ،]10[  

- شبکه عصبی
  الگوریتم ژنتیک

عملگرهاي  خودسازماندهی، یادگیري تطبیقی، ترین روش،پرکاربرد
  پذیريانعطاف بندي،دسته دهی،تعمیم تحمل خطا، درنگ،بی

هر کروموزوم یک نقطه  سازي،حل مسائل بهینه جستجوي موازي،
فضاي  شروع جدید براي جستجوي بخشی از فضاي حالت،

رقابت (تنازع بقاع)  جستجوي تصادفی هدفمند، جستجوي بزرگی،
احتمال بالا در رسیدن  ها از میان جمعیت،ها و انتخاب بهترینپاسخ

  سازي سادهپیاده به نقطه بهینه،

دقت نتایج بسته به اندازه مجموعه  قواعد نامشخص،
آموزش غیرممکن شبکه،مشکل بودن پیش بینی  آموزش،

  کاربرد کمتر در مسایل مدل سازي ه شبکه،عملکرد آیند
 نیاز به نگهداري چندصد، بالا بودن هزینه اجرایی،

  کروموزوم در حافظه و اجراي الگوریتم تا چندهزار نسل

]9[ ،]10[ ،
]11[ ،]12[ ،
]13[ ،]14[ ،

]43[ 
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 آموزشـی، هاينمونـه با همراه شده، نظارت یادگیري روش در
 غیرنظـارت یـادگیري روش در. دارد وجـود نیز مطلوب پاسخ
 مقـدار ناظر اینکه بدون دارد وجود ورودي هايداده تنها شده،

 هايزیرمجموعـه شـامل هاروش این. کند مشخص را مطلوب
 در. اسـت شـده اشـاره آنها به )2( شکل در که هستند مختلفی
 الگوهـاي و سـاختارها شـودمی تـلاش بندي،خوشـه عملیات
 بـه هـاداده و شـوند کشـف هـاداده از ايمجموعـه در موجود

. شـوندمی داده تخصـیص هاخوشـه نـام بـه هاییزیرمجموعه
 کنندهمشـخص خوشـه مرکـز و نقـاط همه بین فاصله حداکثر
 .]20[ اسـت) خوشـه شناسایی يدایره شعاع( تاثیر يمحدوده

 فشـرده جهـت در که است روشی) PCA( اصلی مولفه تحلیل
 روش در. شـودمی اسـتفاده هاویژگی استخراج و هاداده سازي
 و کـرده حفظ را واریانس در تاثیر بیشترین PCA ابعاد، کاهش
 الگـوریتم. ]21[ کنـدمی حفـظ را هـاداده مجموعـه هايمولفه

 است نظارت بدون یادگیري الگوریتم یک k-means بنديخوشه
 k بـه هـاداده الگوریتم، این در. است تکراري فرایند داراي که

 هـر بـه تصادفی صورت به داده نقاط و شوندمی تقسیم خوشه
 تا نقطه آن فاصله نقطه، هر براي. گیردمی تعلق هاخوشه از یک

 خوشـه مرکز به نظر مورد نقطه و شودمی محاسبه خوشه مرکز
 مکان اينقطه هیچ دیگر که زمانی تا مراحل این. گیردمی تعلق
 پشـتیبان بردار ماشین .]22[ شوندمی تکرار ندهد تغییر را خود

)SVM (براي که است شده نظارت یادگیري هايروش از یکی 
 تفکیک اساس بر SVM. شودمی استفاده رگرسیون و بندي طبقه

 داراي کـه خطـی انتخـاب بـراي و کنـدمی عمل هاداده خطی
 در .]24[، ]23[ شودمی استفاده است، بالا اطمینان با ايحاشیه
 بـین همبستگی میزان بررسی براي لجستیک، رگرسیون تحلیل

 شـاخص و واریـانس تورم عامل دو از باید مستقل، متغیرهاي
 نزدیـک هـم به آماره دو این اگر. کرد استفاده جهت به تحمل
 مستقل متغیرهاي بین همبستگی وجود عدم دهنده نشان باشند،
 تحلیـل انجـام براي را متغیرها این توان می رو، این از و است

  .]23[ گرفت نظر در مناسب رگرسیون

 
 ماشین یادگیري انواع :)2( شکل

 بهبـود بـالا کـارایی با محاسبات و بزرگ هايداده هايفناوري
 سـاخته پذیرامکان کشاورزي هايپروژه در را ماشین یادگیري

 تحلیـل،و  تجزیـه منظـور بـه ماشـین یادگیري واقع، در. است
ــر درك و ســازيکمــی ــدهاي بهت  ایجــاد و داده فشــرده فرآین

 هـاماشـین بـه علم این. کندمی برداريبهره جدید، هايفرصت
 بـا و دهدمی را دقیق ریزيبرنامه به نیاز بدون یادگیري توانایی

 پوشـش و ارتبـاط رایانـه، توسـط بینـیپیش و محاسباتی آمار
 ریاضـی سـازيبهینه با نزدیکی ارتباط همچنین،. دارد جدیدي
 ماشین یادگیري علم به را آن به مربوط هايروش و داده ورودي
روش منطـق  ی. در ادامه مبحـث بـه بررسـ]26[ کندمی اضافه

 قیعم يریادگیو  کیژنت تمیالگور ،یمصنوع یشبکه عصب ،يفاز
  .شودیپرداخته م

  1منطق فازي. 2.2
 جزئـی درستی مفهوم از استفاده منظور به منطق این از استفاده
کاملا  بین تواندمی درستی میزان منطق، این در. گیردمی صورت
 متغیرهـاي از اسـتفاده ماننـد. باشـد متغیر غلط کاملا و درست
 زبانی متغیرهاي از فازي منطق در ریاضی، محاسبات در عددي

 متغیـر مثـال، عنوانبه. شودمی استفاده) عددي غیر یا گفتاري(

                                                             
1 Fuzzy logic 

بندي و رگرسیونطبقه  

رگرسیون خطی و غیرخطی 

رگرسیون لجستیک 

بندي درختیطبقه 

بندي ساده بیزطبقه 

ماشین بردار پشتیبان 

  

 یادگیري نظارت شده

 انواع یادگیري ماشین

بنديخوشه   

 هاي اصلیمولفهتحلیل )PCA( 

تکنیک K-means 

ماتریس تجزیه )SVD( 

 یادگیري بدون نظارت 
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 خیلی و گرم سرد، مانند مختلفی تفکیک به تواندمی »هوا« زبانی
 کـه ايمسـاله و کـاربرد به فازي منطق نتایج. شود تقسیم گرم

 این با. باشد متفاوت است ممکن و دارد بستگی شود،می بررسی
) 1(: از عبارتند فازي منطق از استفاده رایج نتایج از برخی حال،
 ترکیـب و گـرفتن درنظـر بـا فـازي منطق: گیريتصمیم بهبود

 را پـذیرانعطاف و دقیـق گیريتصـمیم امکان نامعین، اطلاعات
 و تردقیـق گیريتصـمیم بـه منجـر توانـدمی که کند،می فراهم

: الگـو بهتـر تشخیص) 2( ،شود پیچیده هايموقعیت در ثرترمو
 استفاده مورد الگو تشخیص کارهاي در فازي منطق هايتکنیک

 بهبود به منجر که صدا، و تصویر پردازش مانند گیرند،می قرار
 تغییـرات، تواندمی فازي منطق. شودمی اطمینان قابلیت و دقت

ــویز ــايداده و ن ــت ه ــدیریت را نادرس ــد م ــراي را آن و کن  ب
: پیشرفته سازيبهینه) 3( و کند مناسب واقعی دنیاي کاربردهاي

 بـا اطلاعـات از استفاده براي سازيبهینه مسائل در فازي منطق
 که کندمی فراهم را امکان این. شودمی استفاده ناقص یا کم دقت

 و شـوند مـدیریت بهتر متعدد متضاد هايمحدودیت و اهداف
 منطـق نتایج کلی، طوربه . شود سازيبهینه نتایج بهبود به منجر
 و قطعیـت عـدم شـامل که مشکلاتی حل و پیشرفت در فازي
منطق فازي داراي  .]28[، ]27[ کندمی کمک است، پایین دقت

) نحـوه ارتبـاط ایـن 3چهار بخش اصلی است که  در شکل (
 .]35[ شودها به خوبی دیده میبخش

 
 فازي ساختار مجموعه :)3( شکل

 جهـت هوشمند سیستم ارزیابی و طراحی براي مطالعه یک در
 یا تصمیم سیستم یک عنوان به فازي منطق از سیب، بندي درجه

 هاي ویژگی تحقیق، این در. شد استفاده سیب بندي درجه براي
 آوري جمع سیستم یک طریق از اندازه، و رنگ مانند ها سیب
 یک نورپردازي، محفظه یک نقاله، نوار یک شامل که هایی داده
 نهایت، در. شد گیري اندازه است، شخصی رایانه یک و کم وب

 و خـوب متوسـط، بـد، بد، خیلی مختلف درجه 5 به ها سیب
 و ورودي زبـانی متغیرهـاي بـراي. شـدند تقسیم خوب خیلی

 اسـتفاده اي ذوزنقه و مثلثی تعلق توابع فازي، سیستم خروجی
 داراي یافته توسعه فازي سیستم از حاصل بندي درجه نتایج. شد

 بـا آفلایـن و برخط براي ترتیب به %95 و 91࿿25% همخوانی
 دهد می نشان این. داد نشان کارشناس توسط بندي درجه نتایج

 سیسـتم از شـده اسـتخراج نتایج بین خوب همبستگی یک که
 دارد وجود کارشناس توسط شده بینی پیش هاي درجه و فازي

ها و سبزیجات یک عملیات بندي میوهاز آنجاییکه درجه .]30[
 بنديطبقه براي تحقیقی باشد، دربندي می-ضروري قبل از بسته

 رنـگ، از ترکیبی اساس بر فازي هايالگوریتم از فرنگی،گوجه
 و شد انجام گروه پنج در بنديطبقه. شد استفاده سفتی و اندازه

 هـايدقت بـه را هافرنگیگوجـه توانسـتند فازي هايالگوریتم
 در) %93/4 و %87/4 ،%88/7 ،%92/3 ،%90/9 نظیــر( مختلفــی

 تعیین براي تحقیقی، در .]31[ کنند بنديطبقه صحیح هايکلاس
 ژنتیک-عصبی و عصبی-فازي هايروش از تامسون پرتقال مزه

 براي مصنوعی هوش بر مبتنی الگوریتم یک. است شده استفاده
 شـده تـدوین ظاهري خواص از تامسون پرتقال مزه تشخیص

 ظاهري پارامترهاي ظاهري، هايشاخص استخراج براي. است
 رنـگ سبز، رنگ قرمز، رنگ شامل هانمونه از تصویربرداري از

 جـرم، مرکـز مختصـات سطح، کوچک، قطر بزرگ، قطر آبی،
 سـفید هايپیکسل و سنجی بافت به مربوط پارامترهاي محیط،

 ملـس، شـیرین، زیرمجموعه 5 در مزه. اندشده استخراج زمینه
 کـه اندداده نشان نتایج. است شده بررسی ترش خیلی و ترش
 توسـط %90 و %67/96 هـايدقت بـا تامسـون رقم مزه تعیین
 بنديدسـته ترتیب به ژنتیک-عصبی و عصبی-فازي هايروش
 براي تصویر پردازش از استفاده دیگر، تحقیق یک در. است شده
 حـین در سـبز چـاي برگ رطوبتی محتواي تغییرات بینیپیش

 عصـبی شبکه گوییپیش هايسامانه از استفاده با شدن خشک

 فازي کننده

 قوانین

 هوش

 برگرداننده از حالت فازي

مجموعه ورودي فازي خروجی قطعی ورودي قطعی

مجموعه خروجی  فازي 
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. است گرفته قرار بررسی مورد عصبی فازي استنتاج و مصنوعی
 بالاي تصاویر رنگی پارامترهاي استخراج که اندداده نشان نتایج
 مـورد مصـنوعی هـوش هايسامانه ورودي عنوان به ها،نمونه

 شـبکه از اسـتفاده بـا نتـایج بهترین و است گرفته قرار استفاده
 و اول لایه در نرون 12 شامل( پنهان لایه دو با مصنوعی عصبی

 میـانگین مربـع و %94 تعیین ضریب با) دوم لایه در نرون 15
 به پژوهش این .است آمده دست به ]33[ 092/0 خطا مربعات
 هسـته جرم تخمین نرم براي محاسبات بر مبتنی روش بررسی

  بررسی، این در. پرداخت آن پوسته هايویژگی از استفاده با بادام
چهـار مـدل یـادگیري  و 2مدل رگرسیون چند خطـی عملکرد

 جرم محاسبه براي. گرفت قرارماشین مختلف را مورد بررسی 
شبکه عصبی پرسپترون چند  از پوسته، شکستن بدون بادام هسته
- سیستم استنتاج عصبی ، 4شبکه عصبی با عملکرد شعاعی، 3لایه

 همچنـین،. شد استفاده بردار پشتیبانی ماشین و  5فازي سازگار
 جرمـی مختلـف هايکلاس در بادام بنديطبقه بینیپیش براي

 بعد سه. شد استفاده بینیپیش مدل از) بزرگ و کوچک بسیار(
 به) ضخامت حداکثر و عرض حداکثر طول،( بادام هسته اصلی

 توسـعه پارامترهاي عنوان به و شد گیري اندازه دستی صورت
  .]9[ گرفت قرار استفاده مورد مدل

 6شبکه عصبی مصنوعی. 2.3

 از اکثـرا کشـاورزي مهندسـی در محققـان اخیـر، هايدهـه در
 مصنوعی عصبی شبکه مانند رایج ماشین یادگیري هايالگوریتم
 پردازشـگر نـوع یـک مصنوعی، عصبی شبکه. اندکرده استفاده

 و ورودي هـايداده از مقـداري معرفـی بـا که است اطلاعات
 حافظه در را سیستم عملکرد نحوه آموزش، طریق از خروجی،

 براسـاس مصـنوعی عصـبی هايشـبکه. کنـدمی ذخیـره خود
 داده آمـوزش هـامثال یـا عـددي رویـدادهاي روي محاسبات

ــایی عصــبی، هايشــبکه هــايویژگی از یکــی. شــوندمی  توان
 بـدون فراینـد یک هايخروجی و ورودي بین روابط استخراج

                                                             
2 MLR 
3 MLP-NN 
4 RBF-NN 
5 ANFIS 
6 Artificial Neural Network  

 فضـاي یـک قادرند هاآن. است فیزیکی پیچیده شرایط به نیاز
 ایـن اگـر حتـی کننـد، مرتبط دیگر فضاي یک با را چندبعدي
 شـده باعث هاویژگی این. باشند خطا داراي و ناقص اطلاعات

 مرتبط مسائل بینیپیش و برآورد مناسب عصبی شبکه که است
 روابـط کـه مـواردي در همچنین باشد، صنعت و کشاورزي با

. باشد داشته خوبی عملکرد عصبی شبکه دارد، وجود غیرخطی
 پردازش براي ايایده مصنوعی عصبی شبکه یک ساده، زبان در

 و بـوده زیستی عصبی سیستم از گرفته الهام که است اطلاعات
 ایـن کلیـدي عنصر. پردازدمی اطلاعات پردازش به مغز، مانند
 نتـایج. اسـت اطلاعـات پـردازش سیستم جدید ساختار ایده،

 کیفیـت و کاربرد به بسته مصنوعی عصبی هايشبکه از استفاده
 از برخـی ادامـه، در. باشد متفاوت است ممکن شبکه آموزش

 عصبی هايشبکه: یافته بهبود دقت) 1( :است شده آورده نتایج
 هـايالگوریتم بـا مقایسه در توانندمیبه طور معمول  مصنوعی

 داشـته بهتـري دقـت غیـره و صدا تصاویر، تشخیص در سنتی
 قادرند مصنوعی عصبی هايشبکه: ترسریع پردازش) 2. (باشند

 صورتبه  تا دهندمی اجازه هاآن به و کنند موازي را محاسبات
 توانـدمی این .کنند پردازش را هاداده از زیادي مقادیر همزمان

 با سازگاري) 3( .شود پردازش کارآیی و سرعت افزایش باعث
 بـا تطبیق و یادگیري توانایی عصبی هايشبکه: جدید هايداده
 و دهنـد تعمـیم را الگوهـا قادرند هاآن. دارند را جدید هايداده

 باعـث قابلیـت ایـن کـه کننـد، بینیپیش جدید هايداده روي
 يمجموعـه و تغییر حال در هايمحیط مدیریت در که شودمی
 الگوي تشخیص) 4( .باشند پذیرانعطاف تکامل حال در هايداده

 پیچیده الگوهاي شناسایی در مصنوعی عصبی هايشبکه: پیچیده
 سـنتی هـايالگوریتم یا انسان براي هاآن تشخیص که هاداده در

 بـراي هـاآن کـه شودمی باعث این. دارند برتري است، دشوار
) 5( .باشند مناسب ناهنجاري تشخیص یا اشیا چهره، تشخیص

 تواننـدمی مصـنوعی عصـبی هايشـبکه: استقلال و اتوماسیون
 و دهند انجام مستقل صورتبه را وظایف تا شوند داده آموزش

 هايزمینه در تواندمی این. دهند کاهش را انسان دخالت به نیاز
 صنعتی اتوماسیون یا رباتیک خودران، نقلیه وسایل مانند مختلف

 توانندمی عصبی هايشبکه :گیريتصمیم پشتیبانی )6( .باشد مفید
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 در موجـود الگوهـاي براسـاس هاتوصیه و هابینیپیش ارائه با
 نکته این به توجه. کنند کمک گیريتصمیم فرآیندهاي به ها،داده

 بـه بسـتگی مصـنوعی عصبی شبکه عملکرد که است ضروري
 شبکه معماري آموزشی، هايداده کمیت و کیفیت مانند عواملی

 دارد شـبکه آمـوزش و طراحـی در دهندگانتوسعه تخصص و
ایـن سیسـتم از شـمار زیـادي عناصـر  )4(مطابق شکل  .]34[

تشکیل شده که  7هاالعاده بهم پیوسته به نام نورونپردازشی فوق
  .]34[، ]33[ کنندبا هم هماهنگ عمل می مسالهبراي حل یک 

  
  مصنوعی عصبی شبکه ساختار ):4( شکل

 مواد و میوه کیفیت تعیین یا عصبی شبکه با هامیوه بنديطبقه در  
 دسته ب خطا و سعی روش از استفاده با هانورون تعداد غذایی

 با ترخون از اسانس استخراج براي تحقیق یک در .]35[ آیدمی
 مصنوعی عصبی شبکه یک فراصوت، با فرآوري پیش از استفاده

 ایجـاد عصاره استخراج مدل بینیپیش براي پرسپترون لایه سه
 شبکه به مربوط بینیپیش بهترین عملکرد که داد نشان نتایج. شد

ANN 1-7-3 مقادیر با RMSE= 0008/0 و R2= 99/0 و است 
 اسانس استخراج عملکرد ورودي پارامتر سه استخراج با توانمی
 استفاده با دیگر مطالعه یک در همچنین، .]34[ کرد بینیپیش را
 دقـت و شد بررسی سیب میوه انبارمانی عمر عصبی، شبکه از

 طور به نگهداري مختلف شرایط تحت سیب گروه دو بنديطبقه
ــه متوســط . ]37[ شــد گــزارش %14/10 و %84/10 ترتیــب ب
 از عنـاب میـوه بنـديدرجـه براي دیگر پژوهشی در همچنین،

 هـايدانـه برخـورد صـداي هايسیگنال موجک گسسته تبدیل
 با MLP عصبی شبکه و شد استفاده فولادي صفحه یک با عناب

                                                             
7 Neurons 

 ریـز، عنـاب هايدانـه بنـدي درجـه به قادر 10-3-4 ساختار
 90، 94 ، 70 دقت با ترتیب به درشت خیلی و درشت متوسط،

 بـا دیگـر مطالعه یک در همچنین،. ]38[ باشدمی درصد 92 و
 خطـی رگرسـیون و) ANN( مصنوعی عصبی شبکه از استفاده

 مـواد غلظـت از اسـتفاده با کیوي استحکام ،)MLR( چندگانه
 رگرسیون کنندهبینیپیش توان و شد بینیپیش میوه معدنی مغذي
) ANN( مصنوعی عصبی هايشبکه و) MLR( چندگانه خطی
 در .]14[ شـد ارزیـابی ماه شش در میوه استحکام برآورد براي

 بینی پیش) ANN( مصنوعی عصبی شبکه از استفاده با تحقیقی،
 بـه ANN مدل. شد گرفته نظر در شفاف میوه آب ویسکوزیته

 آب ویسـکوزیته بینـی پیش براي دما و غلظت از تابعی عنوان
 هايمیوه آب از تعدادي تحقیق، این در. است شده طراحی میوه

 مدل. گرفتند قرار بررسی مورد گلابی و هلو پرتقال، مانند شفاف
 پنهـان لایه هر در نورون دو با پنهان لایه دو شامل ANN بهینه

 قابلیت پاسکال میلی 78/3 خطا میانگین با مدل این. شد استفاده
 بـا ANN عملکـرد این. باشد می دارا را ویسکوزیته بینی پیش

 دهد می نشان و است شده بررسی تجربی هاي داده از استفاده
 سـاده، روش یک ANN از استفاده با ویسکوزیته بینی پیش که

 انتقـال محاسـبات در توانـد می مدل این. است دقیق و راحت
 ویسکوزیته و غلظت مانند میوه پردازش فرآیندهاي در حرارت

 روش این همچنین. گیرد قرار استفاده مورد آن به وابسته دماي
 با آب تصفیه فرآیندهاي در جرم انتقال محاسبات در تواند می

 یـک دیگـر، تحقیقی در .]12[ باشد مفید نیز غشاها از استفاده
 آنتـی فعالیـت ترکیب اساس بر اقتصادي و سریع ساده، روش

 و توصـیف جهت) ANN( مصنوعی عصبی شبکه و اکسیدانی
 دو منظور، این براي. گرفت قرار استفاده مورد چاي، بندي طبقه

 پیش براي یکی: است شده تهیه ANN بر مبتنی کاربردي برنامه
 در چـاي بنديطبقه براي دیگري و اکسیدانی آنتی فعالیت بینی

 چاي اکسپرس و سیاه چاي سبز، چاي مانند مختلف هايکلاس
 چاي بنديطبقه آمیزموفقیت احتمالی، ANN از استفاده با. سیاه

  .]11[ شد انجام مختلف هايکلاس در
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  8کالگوریتم ژنتی. 2.4
حل تقریبی بـراي تکنیک جستجو در علم رایانه براي یافتن راه

 الگـوریتمسازي مدل، ریاضی و مسـائل جسـتجو اسـت. بهینه
 از کـه اسـت تکـاملی هايالگوریتم از خاص نوع یک ژنتیک،
 و شناسیزیست جهش وراثت، مانند شناسیزیست هايتکنیک
 یا بینییشپ جهت بهینه فرمول یافتن براي داروین انتخابی اصول
 یـک از شـروع بـا الگـوریتم ایـن. کنـدمی استفاده الگو تطبیق

کند. با توجه می آغاز را خود عمل شده، کدگذاري اولیه جمعیت
، تخصـیص )Initializationمقـداردهی اولیـه (  )5(به شـکل 

)، Selection)، انتخاب (Fitness assignmentمقدار شایستگی (
) الگوریتم به سـمت Mutation) و جهش (Crossoverتقاطع (

  یابد.هاي بهتر تکامل میحلراه

  
  ژنتیک الگوریتم فلوچارت ):5( شکل

 هايالگوریتم در انتخاب مختلف هايروش بر شده، ارائه مقالات
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 مزایا کدام هر که هاییروش مقالات، این در. دارند کیدتا ژنتیک
 نـوع بـه بسته و اندشده بررسی دارند، را خود خاص معایب و

 جمله از. کرد استفاده توانمی مناسب انتخاب روش از کاربرد،
: کرد اشاره زیر موارد به توانمی ژنتیک الگوریتم از استفاده نتایج

 هـايالگوریتم: بهینـه به نزدیک یا بهینه هايحل راه یافتن) 1(
 بـه نزدیـک یـا بهینه هايحل راه جستجوي براي اغلب ژنتیک

 تکامـل بـا. شوندمی استفاده سازيبهینه پیچیده مسائل در بهینه
 ژنتیـک الگـوریتم پیشـنهادي، هـايحل راه از جمعیتـی مکرر

 کاوش) 2(. شود همگرا ممکن حل راه بهترین سمت به تواندمی
 راه فضاي یک کاوش در ژنتیک هايالگوریتم: حل راه فضاي در

 پیدا را هاییحل راه توانندمی و کنندمی عمل خوب بزرگ حل
 در ویژه به امر این. نباشند آشکار بلافاصله است ممکن که کنند

 ناقصـی درك یـا اسـت گسـترده جستجو فضاي که مشکلاتی
 الگوریتم: محلی بهینه به نسبت استحکام) 3(. است مفید دارند،
 محلی بهینه در ترکم سازيبهینه هايروش با مقایسه در ژنتیک

 عملگرهایی از استفاده و جمعیت در تنوع حفظ با. کنندمی گیر
 بـه و کنـد فرار محلی بهینه از تواندمی جهش، و متقاطع مانند

 را ژنتیک الگوریتم: پذیريمقیاس) 4(. دهد ادامه بهتر جستجوي
 مختلـف هايپیچیـدگی و هااندازه با مسائل حل براي توانمی

 را بزرگ و کوچک مقیاس مشکلات توانندمی هاآن. کرد استفاده
)  5(. هستند مناسب هابرنامه از ايگسترده طیف براي و کنند حل

 هاییحلراه یافتن براي توانمی ژنتیک الگوریتم از: مبادله تحلیل
. کنـدمی بهینه همزمان طور به را هدف چندین که کرد استفاده

 کـه جـایی کنـد،می فراهم را مبادله تحلیل و تجزیه امکان این
 مختلـف معیارهـاي اسـاس بـر توانمی را مختلف هايحلراه

   .]41[ -]39[ کرد مقایسه
-عصبی روش اساس بر مزه تشخیص سازيمدل ايمطالعه در

 روش اساس بر مزه تشخیص سازيمدل. (گردید ژنتیک انجام
 سازيبهینه مسائل حل براي روش یک عنوان به ژنتیک،-عصبی
 شـده گرفته الهام طبیعت از ژنتیک الگوریتم و شودمی استفاده

 تغییر مساله مختلف هايحل راه از جمعیتی روش، این در. است
 در. شـوندمی شناخته تکامل عنوان به تغییرات این که کنند،می

 هـايبایاس و هـاوزن ژنتیـک، الگوریتم از استفاده با حقیقت،

Initialization 

Fitness assignment 

Selection  

Crossover 

Mutation 

Stopping criteria? 

True 

False 
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 مسـاله حـل منظـور بـه ارتجـاعی انتشـار پـس عصـبی شبکه
 از استفاده دیگر، ايمطالعه در. ]37[ شوندمی تعیین سازيبهینه

 مورد پرتقال میوه پوست نقص تشخیص براي ژنتیک الگوریتم
 مرغتخم کیفیت ارزیابی همچنین،. ]42[ است گرفته قرار بررسی

 عملکـرد هايشبکه و مرئی قرمز مادون سنجیطیف اساس بر
 انـدداده نشان نتایج و است گرفته قرار مطالعه مورد نیز شعاعی

 اعتمـاد قابل بینی کنندهپیش یک عنوان به یافته توسعه مدل که
 یـک در .]43[ کندمی عمل مرغتخم تازگی هايشاخص براي

 هامیوه شناسایی براي ژنتیک الگوریتم از استفاده دیگر، تحقیق
 بـراي هـار موجـک آنتروپـی و است گرفته قرار بررسی مورد

 بـراي چندلایـه پرسپترون و میوه تصویر هايویژگی استخراج
 تحقیـق یـک در همچنـین،. ]44[ است شده استفاده بنديطبقه

 همـراه بـه ژنتیـک الگـوریتم-عصـبی شـبکه از استفاده دیگر،
 تازه میوه رسیدگی بنديدرجه براي قرمز مادون طیفی هايداده

 عنوان به GANN مدل و گرفته قرار بررسی مورد نخل درخت
. ]45[ است شده استفاده مساله این براي کالیبراسیون مدل یک

گیري غیر مخرب کیفیت داخلـی میـوه سـیب در بررسی اندازه
توسط الگوریتم سازي بدون تماس با بهینه توسط طیف سنجی

اسـتفاده از شـبکه عصـبی و الگـوریتم  .]46[ ژنتیک انجام شد
ژنتیک در ربات برداشت سیب براي تشخیص میوه مورد استفاده 

المـان  -بوده است که طی این تحقیق الگوریتم شـبکه عصـبی
آن می تواند  اي است که میزان نرخ آموزشژنتیکی روش بهینه

 نرم محاسبات هايروش از همچنین، .]47[ برسد درصد 100به 
 اسـتفاده نگهداري حین در گلابی کبودي میزان بینیپیش براي
 عصـبی شـبکه هـايتکنیک که اند داده نشان نتایج. است شده
 مؤثر سازي ذخیره زمان در گلابی کبودي بینیپیش در توانندمی

  .]47[ باشند
 بنـديطبقـه ماشـین، یـادگیري از استفاده با دیگري، تحقیق در

 یک عنوان به تحقیق این. است آمده دست به تلخ پرتقال اسانس
 بـدون تلـخ پرتقال اسانس کیفیت کنترل براي جدید استراتژي

 . همچنـین،]48[ شـودمـی ارائـه معمولی هايروش از استفاده
 و ایکـس اشعه از استفاده با گلابی میوه داخلی کیفیت بررسی

 از استفاده با هاکننده بنديطبقه. است شده انجام ماشین یادگیري

-طبقه دقت با توانندمی استفاده، مورد هايویژگی تعداد و رقم

 تشخیص سالم میوه از را معیوب میوه ،%1/95 تا 2/90 بین بندي
 ماشـین یـادگیري بـر مبتنی الگوریتم پژوهشی، در .]49[ دهند

 نـوع چنـد کیفیـت بنـدي درجه و نوع تشخیص براي خودکار
 تصـاویر روش، ایـن در. اسـت شده پیشنهاد میوه و سبزیجات

 از اسـتفاده بـا سـپس و شوندمی پردازش گاوسی فیلتر توسط
 اسـتخراج مختلفـی هايویژگی تصویر، تحلیل و بندي خوشه

 و گیريتصمیم براي هاکننده بنديطبقه از نهایت، در. شوندمی
 بنـديطبقـه که اندداده نشان نتایج. شودمی استفاده بنديدرجه
 نشـان را کارآمـدتري نتـایج نـوع تشخیص براي SVM کننده

  .]50[ دهدمی

  قیعم يریادگی. 2.5
 یـادگیري از ايشـاخه زیـر ژرف، یـادگیري یا عمیق یادگیري

 شـبکه بـر مبتنی هايالگوریتم از ايمجموعه برمبناي و ماشین
 از الهـام. اسـت پنهـان لایـه زیادي تعدادي با مصنوعی عصبی
  هاالگوریتم این آمدن وجود به براي انسان مغز در عصبی ساختار

 هايیاختـه انسان، مغز ساختار در. است بوده عمیق یادگیري و
. کنندمی پذیرامکان را درك یکدیگر، به پیام فرستادن با عصبی
 هـايویژگی اسـتخراج عمیـق، یـادگیري هـايالگوریتم هدف

 از منظور این براي. است هاداده مجموعه در بالا سطح انتزاعی
 پردازشی لایه چندین داراي که شودمی استفاده عمیق گراف یک

 شده استخراج هايویژگی. است غیرخطی و خطی تبدیلات و
 هايلبـه صـورت بـه عمیق یادگیري بر مبتنی هايشبکه توسط
 استفاده. هستند ترنزدیک انسانی درك به و هستند بالاتري سطح

 در. شودمی بهتري نتایج به منجر بنديدسته در هاویژگی این از
 مـدل عمیـق، یـادگیري روش یک نتایج تفسیر براي گام اولین

. شـودمی گرفته کار به دقت مانند معیارهایی و شودمی ارزیابی
 و اثربخشـی تا شودمی مقایسه هامدل سایر با نتایج این سپس
 کـه صـورتی در. شـود مشـخص عمیق یادگیري روش برتري

 توانمی باشند، داشته نادرستی بینیپیش عمیق یادگیري هايمدل
 و داد تشـخیص را آنهـا هايضعف خطاها بررسی و تحلیل با

  .کرد اصلاح
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 لکه مهم بیماري دو بررسی به 1395 سال در همکاران و پیمان
 پـردازش طریـق از. پرداختنـدمی برنج برگ بلاست و ايقهوه

 ظاهري هايلکه توانستند آنها آلوده، برنج گیاه هايبرگ تصویر
 منظـور، این براي. کنند جدا را برگ سطح از آلوده هايقسمت
 و فشـردگی ظـاهري، نسـبت گردي، مانند شکلی هايویژگی
 لکـه بیمـاري دو هـر بـا مرتبط آلوده هايقسمت سطح نسبت
 آلوده هايبرگ سفید و سیاه تصاویر از برنج بلاست و ايقهوه

 الگـوریتم که داد نشان نتایج. دادند نمایش و بررسی استخراج،
 را آلـوده نقـاط درصـد 4/97 دقـت بـا اسـت قـادر پیشنهادي
 روش یک دیگر، تحقیق یک در . همچنین،]51[ دهد تشخیص
 در. شد ارائه مرکبات رایج آفت نوع سه شناسایی براي هوشمند

 کانولوشن عصبی هايشبکه طبقه بندي کننده یک از روش، این
 مرحلـه در. شـد اسـتفاده مرکبـات آفات شناسایی براي عمیق

 آموزشـی هاينمونه تعداد ها،داده تقویت از استفاده با آموزش،
 اساس بر. یافت افزایش هاکلاسیفایر پذیريتعمیم و یافت بهبود
 رسـید درصـد 4/99 به پیشنهادي مجموعه دقت تجربی، نتایج

 درخت از بیماري چهار تشخیص منظور به همکاران و . لیو]52[
 لکـه و موزاییـک زنـگ، آلترناریـایی، برگـی لکـه شامل سیب
 شبکه و عمیق یادگیري هايروش از خود پژوهش در اي،قهوه

AlexNet مـدل پارامترهاي کاهش بر کار ایده و کردند استفاده 
 بنا بیشتر دقت و همگرایی میزان افزایش منظور به شبکه این در

 سیب بیماري توانست مقاله این در شده طراحی شبکه. بود شده
 همکاران و . کروز]53[ کند بینیپیش درصد 62/97 دقت با را

 مصنوعی هوش از استفاده با انگور زردي بیماري تشخیص به نیز
 از اسـتفاده بـا جدیـد سیسـتم یک پژوهش، این در. پرداختند

 بیماري این تشخیص براي پیچشی مصنوعی عصبی هايشبکه
. شد ارائه برگ هايبرش از رنگی تصاویر از استفاده با انگور در
 ،AlexNet، GoogleNet عصبی شبکه معماري 6 پژوهش، این در

InceptionV3، ResNet50، ResNet101 و SqueezeNet مورد 
 نوع بهترین ResNet50 معماري و گرفتند قرار مقایسه و ارزیابی

 بـا آموزش هزینه و دقت لحاظ از را پیشنهادي هايمعماري از
   .]54[ کرد شناسایی درصد 99 دقت

 و هنگام زود تشخیص هدف با دیگر پژوهش یک در همچنین،
 ايمرحله دو عمیق CNN مدل یک از گیاهی، هايبیماري دقیق
 بـا مرکبـات و گیـاهی هايبیماري بنديطبقه و تشخیص براي

 مرحله دو شامل مدل این. شد استفاده برگ تصاویر از استفاده
 شـبکه از استفاده با بالقوه هدف بیمار مناطق ،اولا است، اصلی

 هـدف ناحیـه ترینمحتمـل بنديطبقه ،ثانیا و منطقه، پیشنهادي
 تشخیص در پیشنهادي مدل. کننده بنديطبقه از استفاده با بالقوه
  .]55[ دارد درصد 8/95 متوسط دقت در و درصد 37/94 دقت

  کاربردهاي یادگیري ماشینسایر . 2.6
. اسـت مصـنوعی هـوش از زیرمجموعـه یک یادگیري ماشین

 نیـز عمیق یادگیري و فازي منطق عصبی، شبکه هاي الگوریتم
 براسـاس کـه هسـتند یـادگیري ماشـین از هـایی زیرمجموعه
 عنوان به. روند می کار به مسائل حل براي مختلف ساختارهاي

 هاي بخش به را مسائل فازي منطق و عصبی شبکه روش مثال
 یـادگیري امـا. کنند می حل را آنها و کنند می تقسیم کوچکتر

 هرچـه. کنـد حـل کامل صورت به را مسائل است قادر عمیق
 عمیـق یادگیري هاي الگوریتم به بیشتري زمان و ها داده مقدار

 کمـی حجم. بود خواهد بهتر نهایی نتیجه شود، داده اختصاص
 خـتم ضعیفتر عملکرد و نتایج همراهی با الگوریتم این در داده
 با هایی داده همچنین و مدل این پیچیدگی به توجه با. شود می

 سخت نظر از قوي سیستمی به نیاز آن اجراي براي بالا، حجم
 منطق که است این ها الگوریتم این بین دیگر تفاوت. داریم افزار
 کاربرد هدف از تقریبی بیان و گیريتصمیم زمینه در بیشتر فازي
 در عمیـق یادگیري و عصبی شبکه هايروش که حالی در دارد
. شوند می استفاده رگرسیون و بندي طبقه با مرتبط مسائل حل
 مصـنوعی، عصـبی شـبکه الگـوریتم در کـه است ذکر به لازم

 براي که دارند وجود هانرون تعداد و تابع نوع مانند پارامترهایی
 و شـوند سـازي بهینه باید بهینه جواب بهترین آوردن دست به

 بـه )2( جدول. باشد می ها روش این از یکی ژنتیک الگوریتم
  .کند می اشاره لرنینگ ماشین کاربردهاي از برخی
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 عمیق و ماشین یادگیري هايروش از ییکاربردها :)2( جدول

  نتایج  هدف  روش
هاي تعداد داده

  استفادهمورد 
  منبع

  منطق فازي

استفاده از منطق فازي به منظور درجه بندي کشمش بر 
  هاي کیفی (رنگ، اندازه و نقص)اساس ویژگی

، براي طبقه 93- 80دامنه نمرات براي طبقه با بهترین کیفیت 
  .60- 33ترین کیفیت، و براي طبقه پایین 80- 60متوسط 

100 ]56[  

)، شبکه عصبی MLR( عملکرد مدل رگرسیون چند خطی
، شبکه عصبی تابع پایه )MLP-NN( لایهپرسپترون چند

 ، سیستم استنتاج عصبی فازي تطبیقی)RBF-NN( شعاعی
)ANFIS (و ماشین بردار پشتیبان )SVM (-   به منظور

  محاسبه جرم هسته سه رقم بادام بدون شکستن پوسته

و دقت کلی  RBF-NN (RMSE: 0.05-0.06)بهترین نتایج: 
  RBF-NN 96.22%  بندي کنندهطبقه

150 
 

]9[ 

بر اساس رنگ و اندازه  هاي گلدن دلیشزبندي سیبدرجه
  بر اساس منطق فازي

 ]33[ 250  %2/91ها بندي سیبمیزان دقت طبقه

 - شبکه عصبی
  الگوریتم ژنتیک

تشخیص سه بیماري سفیدك پودري، زنگ و بیماري 
  شبکه عصبی مصنوعی ویروس موزاییک برگ سیب با

 ]57[ 90  درصد 90تشخیص بیماري با دقت 

سازي شبکه عصبی جهت مدل- از روش الگوریتم ژنتیک
هاي توت فرنگی استفاده سینتیک خشک کردن برش

  کردند.

 فرایند حین فرنگی توت هايبرش رطوبت بینی میزانپیش
اي با با استفاده از شبکه %99/0 بالاي دقت با کردن خشک

  انتقال تانژانت هایپربولیک تابع و مخفی لایه در نرون 9
18 ]58[ 

روش مدلسازي اسمزي خشک کردن زردآلو با کمک 
  شبکه عصبی- الگوریتم ژنتیک

 آب کاهش درصد ،)%98/0( وزن کاهش بینی درصدپیش
 فرآیند طی در) %96/0( جامد مواد جذب مقدار و) 97/0%(

 الگوریتم زردآلو توسط مدلسازي اسمزي کردن خشک
 با ايشبکه مصنوعی: عصبی شبکه- ژنتیک سازيبهینه روش

 تابع از استفاده و پنهان لایه یک در نرون 14 تعداد
  تانژانت هیپربولیک سازيفعال

100 ]59[  

  عمیقیادگیري 

بررسی شدت بیماري گوجه فرنگی بر اساس سالم، کمی 
هاي خراب، خراب و کاملا خراب توسط معماري

VGG19، VGG16 ،Inception V3  وResNet  از شبکه
  یادگیري عمیق

  ]60[ 2086  درصد) 4/90با بهترین عملکرد (دقت  VGG16شبکه 

  

 گیرينتیجه. 3

 و ماشـین یادگیري مانند پیشرفته رویکردهاي به تحقیق، این در
 عمیـق، یادگیري مانند( آن زیرمجموعه هايالگوریتم از برخی
 پرداخته) فازي منطق و ژنتیک الگوریتم مصنوعی، عصبی شبکه
 در توانــدمی آینــده در هــاروش ایــن از اســتفاده. اســت شــده

 کـار بـه اصلی بخش عنوان به هوشمند کشاورزي هايسیستم
 هـايروش از اسـتفاده که دهدمی نشان تحقیق این نتایج. برود
 الگوریتم عصبی، شبکه فازي، منطق شامل نرم، محاسبات نوین
 حل براي عمیق، یادگیري و ماشین یادگیري ژنتیک، سازيبهینه

. اسـت استفاده قابل غذایی فناوري زمینه در مختلف مشکلات
 این. است شده داده نشان نیز هاروش این بین تفاوت همچنین،
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 قابـل کـاربران براي خود خاص کاربردهاي اساس بر هاروش
 کارآمـد، محصـولات توسـعه روي تواننـدمی و هستند استفاده
 کـاهش و کننـدهمصـرف بـراي تـربخـش رضـایت و مطمئن
 طور به هاالگوریتم این. باشند داشته مثبتی تاثیر تولید هايهزینه
  منطق. اندشده طراحی اطمینان عدم شرایط در عملکرد براي کلی

 مواد کیفیت است قادر ناهنجار، هايداده گرفتن نظر در با فازي
 غذایی مواد پارامتر یک اگر مثال، طور به. کند شناسایی را غذایی

 این است قادر فازي منطق سیستم کند، تغییر ناگهانی صورت به
 از. کنـد ارائه مناسبی راهکار آن براي و داده تشخیص را تغییر
 جهـت را متنوعی مقررات و قوانین توانمی فازي، منطق طریق
 امکـان افـراد به امر این. کرد تعریف غذایی مواد کیفیت تعیین

 فازي منطق از استفاده. دهدمی را بیشتر انعطاف با گیريتصمیم
 موجـود، اطلاعات کاهش و ناقص اطلاعات داشتن با تواندمی
. شـود انجـام غـذایی مـواد کیفیـت تشـخیص جهت خوبی به

 خوبی به توانمی غذایی، مواد در غیرمنتظره تغییرات با بنابراین،
 پیچیده الگوهاي شناسایی به قادر عصبی هايشبکه. کرد برخورد

 بـا دقـت بـا و هسـتند خودکـار طـور به هاداده در دشواري و
 به دارند، پذیريتعمیم قابلیت آنها. کنند می کار جدید هايداده
 در پـیش از ایـن که جدیدي هايداده با توانندمی که معنی این

 هـايبینـی پـیش و کننـد کار اند،نکرده شرکت آموزش فرآیند
 سازيپیاده قابل راحتی به ژنتیک، الگوریتم. دهند ارائه صحیحی

 بـه که است مسائلی و هاسیستم با کار به قادر است، استفاده و
 دشـوار دیگر هايروش و هاالگوریتم براي بالا پیچیدگی دلیل
 و بهینه هايجواب پیدایش قابلیت الگوریتم این همچنین،. است

 استفاده با است قادر ماشین یادگیري. است دارا را حالت بهترین
 غذایی مواد کیفیت تشخیص به بالا، دقت با آماري، محاسبات از

 مـواد کیفیـت تشـخیص ماشین، یادگیري از استفاده با. بپردازد
 نیازي و شودمی پذیرامکان سریع و خودکار صورت به غذایی

 یادگیري روش. نیست دستی بررسی انجام براي دخالت فرد به
 را غـذایی مـواد کیفیـت طـرفبی و یکنواخـت طوربه ماشین

 قرار خستگی مانند متغیر عوامل تاثیر تحت و دهدمی تشخیص
 عمیـق یـادگیري پیچیـده، هايالگوریتم از استفاده با. گیردنمی
داده  تشخیص را غذایی مواد کیفیت بالا، بسیار دقت با تواندمی

 شده، سازيبهینه عملکردهاي و موازي پردازش از استفاده و با
 از استفاده همچنین،. میباشد غذایی مواد سریع تشخیص به قادر

 بـه نیـاز غـذایی، مـواد کیفیـت تشـخیص در عمیـق یادگیري
 کاهش سبب و دهدمی کاهش را پیچیده تجهیزات و کارشناسان

 صنایع در نرم محاسبات از استفاده کلی، طور به شود. هاهزینه
 هايهزینه کاهش و کیفیت کارایی، بهبود باعث تواندمی غذایی
 بهبود در موثر طور به توانندمی هاتکنیک این همچنین .شود تولید

  .کنند کمک صنعت این در ریزيبرنامه و گیريتصمیم فرآیندهاي
  

کنند که هیچ تعارض منـافعی تعارض منافع: نویسندگان اعلام می
  ندارند.
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