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 یینایو حس کنند. ب نندیها و مغز خودشان جهان اطراف خود را بببا استفاده از چشم توانندیها مانسان
ها اسـتفاده که انسـان یبه همان روش ریو پردازش تصاو دنید يبرا وترهایکامپ ییتوانا يبر رو انهیرا
 ریرا از تصو یسیانگل سینواست که بتواند ارقام دست یمدل جادیاز کار ما ا. هدف کندیکار م ،کنندیم

کانولوشـن  یشبکه عصب میاست که با استفاده از مفاه نیکند. هدف ما ا ییشناسا ادیبا دقت ز یاصل
)Convolutional Neural Network و مجموعه داده (MNISTکار، هدف  نی. در امیکار را انجام ده نی، ا

 یمـدل جادیاست. اگرچه هدف ما ا ولوشنکان یعصب يهاشبکه میمفاه یعمل يریو بکارگ يریادگیما 
 کیـحروف و دست خط  يآن را برا میتوانیدهد، اما م صیرا تشخ سینواست که بتواند ارقام دست

نسبت به  یهاي خود به بهبود قابل قبول. در این کار توانستیم در آزمایشمیگسترش ده زین گریشخص د
 يشنهادیروش پ تیدهنده موفقنشان %30/99دقت  نکه به دست آورد میقبلی برس کارهاي انجام شده

  .باشدیم MNISTمجموعه داده  سینوارقام دست صیتشخ يبرا
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  . مقدمه1
 در که است ماشین یادگیري هايزیررشته از یکی عمیق یادگیري

 در سطح بالاي موجودهاي ویژگی و انتزاعات شودمی سعی آن

 فرا گرفته شـود. مراتبی سلسله هايمعماري از استفاده با هاداده
و تــرین عمیــق نیــز یکــی از مهــم 1شــبکه عصــبی کانولوشــن

است.  عمیق یادگیري در استفاده مورد هايیتمالگور پرکاربردترین

                                                             
 پژوهشیاله: نوع مق 

  نویسنده مسئول *
  )انیبهرام( bahramiannmahsa@gmail.comالکترونیک:  )هاي(پست

a.azimzadeh@du.ac.ir )یرانیا زادهمیعظ(  
pourgholi@du.ac.ir )یپورقل(  

aliyari@du.ac.ir )یبروجن ياریعل( 
1 Convolution 

اي در صورت گستردهه این روش، یک روش نوظهور بوده و ب
خصـوص بینـایی ه هاي مختلفی از یادگیري ماشـین و بـدامنه

هاي عصبی شبکه د استفاده قرار گرفته است. اخیراکامپیوتر مور
ترین رویکردهـا تبـدیل به یکـی از جـذاب )CNNکانولوشن (

هاي اخیر در مباحـث یـادگیري یتاند و عامل اصلی موفقشده
یص چهره هستند. لذا، در تصویر و تشخ بنديتقسیم مانند ماشین

بندي تصـویر عصبی کانولوشن براي کار طبقه شبکه حاضرکار 
توانیم از این شبکه براي شناسایی ارقام انتخاب شده است. ما می

نویس که یکی از موارد مهم معـاملات علمـی و تجـاري دست
ستفاده کنیم. در اهداف واقعـی زنـدگی مـا کاربردهـاي است، ا

توانیم نویس وجود دارد، ما میزیادي براي شناسایی رقم دست
دفـاتر پسـتی بـراي ها، در ها براي خواندن چکر بانکاز آن د
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  ها و بسیاري از کارهاي دیگر استفاده کنیم.سازي نامهمرتب

  MNISTمجموعه داده . 1.1
MNIST نویس انگلیسی است. ه از ارقام دستیک مجموعه داد

هاي مختلف توان براي آموزش سیستماز این مجموعه داده می
پردازش تصویر استفاده کرد. همچنین از این مجموعه داده براي 
آموزش و آزمایش در زمینـه یـادگیري ماشـین بسـیار اسـتفاده 

ش و مثال براي آمـوز 60000شود. این مجموعه داده داراي می
موجود در این مجموعه  تصاویر است. آزمایش براي مثال 10000

ها نفر است که نیمی از آن 250ه نمونه دست خط اسکن شده داد
ــدان اداره سر ــده و نیمــی از آنکارمن ــالات متح ــماري ای ــا ش ه

آموزان دبیرستان بودند. هر تصویر موجود در این مجموعه دانش
مجموعه داده پیکسل است. این  28×28داده داراي اندازه ثابت 

خواهند ضمن صرف حـداقل براي افرادي مناسب است که می
گیري و هاي یـادبندي، تکنیکپردازش و قالبتلاش براي پیش

واقعی امتحان  دنیاي هايداده روي بر را الگو تشخیص هايروش
کـه  این کار از این مجموعه داده استفاده شـده اسـتکنند. در 

  .ن داده شده است) نشا1اي از آن در شکل (نمونه

  
  MNIST داده مجموعه تصاویر از تعدادي ):1( شکل

 شبکه عصبی کانولوشن. 1.2

هاي عصبی مصنوعی عمیق هاي عصبی کانولوشن، شبکهشبکه
هاي یادگیري عمیق محسوب ترین روشو یکی از مهم هستند

 هاي عصـبی مصـنوعیها نـوعی از شـبکهشوند. این شبکهمی
هاي عصبی کانولوشن باشند. استفاده از روش شبکهمی ١پیشخور

ها در کاربردهـاي ترین روشبسیار کارآمد بوده و یکی از رایج
مختلف بینایی کامپیوتر است. وقتی کسی یادگیري عمیق را بـا 

شـبکه  کـهکند، متوجه خواهد شد صبی شروع مییک شبکه ع
از است.  بندي تصاویرمهم براي طبقه ابزاري عصبی کانولوشن

بنـدي تصـاویر، تـوان بـراي طبقهشبکه عصـبی کانولوشـن می
اساس شباهت، شناسایی شی در یـک  ها بربندي عکسخوشه

ها ها، تومورها، پلاكها، افراد، علائم خیابانفضا، شناسایی چهره
 و بسیاري از موارد دیگر استفاده کرد.

و  شامل یک لایه ورودي، چند لایه مخفی CNNساختار اصلی 
یک مدل معماري شبکه  )2(در شکل یک لایه خروجی است. 

عصبی کانولوشن نشان داده شده است که شامل لایـه ورودي، 
سـازي، هاي کانولوشـن، نرمـال(تکرار لایـهچندین لایه پنهان 

  .]1[متصل و یک لایه خروجی است ) و یک لایه کاملا 2پولینگ

  
  ]1[ نکانولوش عصبی شبکه معماري مدل یک ):2( شکل

ه عصبی کانولوشن در هاي موجود در یک شبکشرح مفصل لایه
  زیر آمده است.

  لایه ورودي .1.2.1

شوند. این هاي ورودي بارگیري و در لایه ورودي ذخیره میداده
تصویر  )RGBهاي (اطلاعات لایه ارتفاع، عرض و تعداد کانال

 .]1[ کندورودي را توصیف می

 لایه پنهان .1.2.2

استخراج ویژگی فرآیند  کانولوشن عصبی شبکه در انپنه هايلایه

                                                             
1 Feed-forward 
2 Pooling 
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اي از عملیات کانولوشن، دهند که در آن از مجموعهرا انجام می
هاي متمایز شود. ویژگیسازي استفاده میپولینگ و توابع فعال

 .]1[ شودنویس در این مرحله شناسایی میارقام دست

 لایه کانولوشن .1.2.3

عصـبی انولوشـن، قسـمت اصـلی سـاخت یـک شـبکه لایه ک
گرفته در بالاي لایه کانولوشن اولین لایه قرار کانولوشن است. 

هاي یک تصـویر تصویر ورودي است و براي استخراج ویژگی
اي از عملیات کانولوشن نمونه )3(. در شکل ]1[شود استفاده می

ي در این شکل انـدازه تصـویر ورود .]2[ نشان داده شده است
 و اندازه خروجی برابر با 3 × 3 فیلتر اندازه ،5 × 5 ماتریس یک

3 × 3  )135( × )135( .است 

  
  ]2[ کانولوشن عملیات ):3( شکل

  لایه پولینگ .1.2.4

هنگام ساخت شبکه عصبی کانولوشن، براي کاهش ابعاد ورودي 
و بنابراین کاهش پیچیدگی محاسباتی، یک لایه پولینگ بین دو 

یکی  max-poolingعملیات  .]1[شود لایه کانولوشن اضافه می
 max-pooling باشد. فرآینداي پولینگ میهترین روشاز رایج

 .]1[نشان داده شده است  )4(در شکل 

 
  ]1[ 2 گام و 2×2 فیلتر اندازه با MAX-POOLING عملیات ):4( شکل

  سازيلایه فعال .1.2.5

هاي هاي عصـبی، معمـاري شـبکههمانند معماري منظم شبکه
بـراي معرفـی  ١سـازينیز شامل توابـع فعال عصبی کانولوشن

                                                             
1 Activation Function 

واحد خطی ( ReLu2. توابع ]1[ غیرخطی بودن در سیستم است
هاي (بیشینه هموار) برخی از گزینـه Softmax و اصلاح شده)

سازي مختلف هستند کـه بـه طـور معروف در میان توابع فعال
 گیرندهاي یادگیري عمیق مورد استفاده قرار میگسترده در مدل

   پردازیم.در ادامه به بیان جزئیات آنها می .]1[
سازي مورد استفاده یکی از توابع فعال :ReLuسازي تابع فعال
) ReLuضر، تابع غیرخطی واحد خطی اصلاح شده (در کار حا

وجـی است که براي مقادیر ورودي کمتر از صـفر (منفـی) خر
تر از صفر (مثبت) خروجی برابر صفر و براي مقادیر ورودي بیش

  .]1[) را مشاهده کنید) 5(شکل ( باشدبا ورودي می

  
  RELU سازيفعال تابع ):5( شکل

سـازي بیشـینه همـوار فعالاز تابع  :Softmaxسازي فعالتابع 
)Softmax (در یک شبکه  سازيبه عنوان آخرین تابع فعال غالبا

سازي خروجی شبکه و تبدیل آن به توزیـع براي نرمال عصبی
سازي در این حالـت نسـبت بـه شود. نرمالاحتمال استفاده می

 تمامی در گیرد.بینی شده، صورت میهاي خروجی پیشکلاس
یـک لایـه  بـه متصـل تماما لایه آخرین کانولوشنی ساختارهاي

Softmax لایــه حقیقــت در .شــودمــی متصـل Softmax کــار 
 لایـه ایـن دهـد.می انجام را کانولوشنی هايشبکه در بنديطبقه

 بنديدسته لهمسا هايکلاس تعداد با برابر نورون تعدادي شامل

  است.

  بنديلایه طبقه .1.2.6

اسـت کـه یـک  CNNبندي آخرین لایه در معمـاري لایه طبقه
از نوع تغذیه رو به جلو و کاملا متصل است که به طـور  شبکه

                                                             
2 Rectified linear unit 
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هاي عصبی سلول شود.می پذیرفته کنندهبنديطبقه عنوان به عمده
هاي عصـبی لایـه قبلـی متصل به تمام سلولهاي کاملا در لایه

بینی شده را هاي پیش)). این لایه کلاس6صل هستند (شکل (مت
ترکیب کند که این کار با به میبا شناسایی تصویر ورودي محاس

هاي قبلـی انجـام هاي یاد گرفته شده توسـط لایـهتمام ویژگی
هاي موجود تعداد کلاسهاي خروجی به شود. تعداد کلاسمی

 .]1[ در مجموعه داده هدف بستگی دارد

  
  ]2[ متصل کاملا هايلایه ):6( شکل

براي  Softmaxسازي بندي از تابع فعالدر کار حاضر، لایه طبقه
هاي تولید شده از تصویر ورودي دریافت شده بندي ویژگیطبقه

هاي آموزشی هاي مختلف بر اساس دادهساز لایه قبلی در کلا
  کند.استفاده می

  . کارهاي مرتبط2
یک برنامـه  )DNN1(ر حوزه کار حاضر، شبکه عصبی عمیق د

تشـخیص  بندي اشیا،اخته شده براي تشخیص تصویر، طبقهشن
ایـن قابلیـت را دارد کـه دقـت گفتار و سـایر مـوارد اسـت و 

کانولوشـن نیـز  شـبکه عصـبی. بندي بالاتري را ارائه دهدطبقه
کارهاي مهم زیادي در بخشی از رویکرد یادگیري عمیق است. 

یس نوهاي عصبی کانولوشن براي شناسایی ارقـام دسـتشبکه
هاي تحقیقاتی زیادي هماننـد . زمینه]6[ -]3[انجام شده است 

غیربرخط، تشـخیص دسـت خـط در ، شناخت برخطشناخت 
هاي یید امضا، تفسیر آدرس پستی، پردازش چکزمان واقعی، تا

 بانکی و تشخیص نویسنده وجود دارد.

را براي تشخیص  CNNیک مدل مبتنی بر  ]7[نویسندگان مقاله 
پیشنهاد کردند که مدل  MNISTنویس مجموعه داده ارقام دست

                                                             
1 Deep Neural Network 

دعا کردند که معماري پیشنهادي ها اآنها شامل هشت لایه بود. آن
ثانیه ارائه دهـد. مـدل  8569را در  %85/98تواند دقت ها میآن

CNN  دیگري براي مجموعه دادهMNIST  توسط نویسـندگان
ه مدل پیشنهادي شامل هفت لایه بـود. ارائه شد ک ]8[در مقاله 

این مدل شامل یک لایه ورودي و یک لایه خروجی و پنج لایه 
هاي پنهـان مخفی در وسط بود. بهترین دقت با تغییر تعداد لایه

ها ارزیابی شد و در نهایت بهترین دقـت بـه مدل و تعداد دوره
ســه رویکــرد بــود.  15بــا تعــداد دوره  %21/99دســت آمــده 

 ]9[توسط نویسندگان در مقالـه  DNN ،DBN2 ،CNN متفاوت
پیشنهاد شد. قبـل از آمـوزش نویس دست براي تشخیص ارقام
هـا و استخراج ویژگیبندي پردازش، تقسیمشبکه عصبی، پیش

را بـا اسـتفاده از روش  %08/98ها بهتـرین دقـت انجام شد. آن
DNN  پیدا کردند. مدلCNN  دیگـري بـا هفـت لایـه توسـط

پیشنهاد  MNISTبراي مجموعه داده  ]10[ان در مقاله نویسندگ
 CNNدوره از مـدل  500را در  %7/95ها دقت آزمایش شد. آن

بـه همـراه  CNNپیشنهادي خود پیدا کردند. معماري ترکیبـی 
Deeplearning4j (DL4J) نویس براي شناسـایی ارقـام دسـت

ارائـه  ]11[توسط نویسندگان در مقالـه  MNISTمجموعه داده 
دقت  پردازش اجتناب کردند وشد. آنها از هرگونه مراحل پیش

را از مدل خود به دست آوردند. یک سیستم تشخیص  21/99%
براي شناسـایی ) MLPدیگر با استفاده از پرسپترون چند لایه (

توسط نویسندگان در  MNISTنویس مجموعه داده ارقام دست
 الگـوریتم اف آموزشی ازها براي اهدپیشنهاد شد. آن ]12[مقاله 

 پیشـخورهاي و براي اهداف اعتبارسنجی از شـبکه ٣انتشارپس
تعـداد تکرارهـا ها بهترین نتیجـه را بـا تغییـر استفاده کردند. آن
 %32/99داده استفاده کردند و دقت  5000ها از ارزیابی کردند. آن

دست آوردند. براي تشخیص خودکار ارقام ه تکرار ب 250را در 
 ]13[در مقالـه  ، نویسندگانMNISTیس مجموعه داده نودست

با چهار لایه را پیشنهاد کردند. این مدل ساده با  CNNیک مدل 
 %98هاي مختلف آموزش داده شد و در نهایت دقت تعداد دوره

  به دست آمد. 

                                                             
2 Deep belief network 
3 Back propagation 
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) اسـت کـه SVMبندي موثر دیگر ماشین بردار پشـتیبان (طبقه
، ]14[استفاده شـد  MNISTبراي شناسایی ارقام مجموعه داده 

]15[. Eva Tuba  وMilan Tuba  وDana Simian  گروهی از
بــراي  SVMاز روش  ]14[نویســندگان هســتند کــه در مقالــه 

  ١تفاده کردند و از الگوریتم خفاشنویس استشخیص ارقام دست
هـا بهره بردند که دقت نهایی کـار آن سازي کار خودبراي بهینه

ــد. می 60/95% ــتم باش ــی از سیس ــراي  CNNو  SVMترکیب ب
در مقالـه  MNISTنویس مجموعـه داده تشخیص ارقام دسـت

هاي تصاویر ارقـام بـا اسـتفاده از پیشنهاد شد که ویژگی ]15[
CNN  استخراج شده اسـت و ازSVM بنـدي نیـز بـراي طبقه

در لایه خروجی استفاده شده اسـت. روش پیشـنهادي  تصاویر
را اعمال  CNNزش قبل از استفاده از پرداها یک مرحله پیشآن

 C. Y. Suenو  X.-X. Niuرسـید.  %28/99کرده و بـه دقـت 
گروهی هستند که یـک روش ترکیبـی بـراي تشـخیص ارقـام 

ارائه کردند. ایـن محققـان از شـبکه  ]18[نویس در مقاله دست
هـاي تصـویر ) براي استخراج ویژگیCNNعصبی کانولوشن (

بندي نویس از طبقهبندي ارقام دستبقهاستفاده کردند و براي ط
بنـدي استفاده کردند و دقت طبقه SVMو  CNNترکیبی شامل 

ــرا  40/94% ــد. ه ب ــت آورن ــط دس ــده توس ــام ش ــار انج در ک
Chayaporn Kaensar  بندي بـا دقت نهایی طبقه ]19[در مقاله

 Reza Ebrahimzadehباشد. می SVM 93/96%استفاده از روش 
گروه دیگري از نویسندگان هستند کـه در  Mahdi Jampourو 

) HOGدار (و هیستوگرام گرادیـان جهـت SVMاز  ]20[مقاله 
نویس استفاده کردند و در کار خـود تشخیص ارقام دستبراي 

و  Bouchra EL QACIMYدسـت یافتنـد.  %25/97به دقـت 
Mounir AIT KERROUM  وAhmed HAMMOUCH  در

هـاي تصـویر و از اسـتخراج ویژگی براي DCTاز  ]21[مقاله 
SVM نویس استفاده کردند و دقت تبندي ارقام دسبراي طبقه
 دست آورند. ه را ب %88/98بندي طبقه

تیجـه تـوان نبا مطالعه تحقیقات یادگیري عمیق انجام شـده می
دهنـده عملکـرد عـالی بـراي گرفت که یادگیري عمیـق ارائـه

  دي دست خط است.بنبندي تصویر و همچنین طبقهطبقه
                                                             
1 Bat algorithm 

  . روش پیشنهادي3
بـراي  هدف کار حاضر اجراي مفهوم شبکه عصبی کانولوشـن

نویس است. درك شبکه عصبی کانولوشن شناسایی ارقام دست
و بکارگیري آن در سیستم شناسایی ارقام دست نـویس هـدف 

 هاي ویژگیهاي عصبی کانولوشن نقشهکار حاضر است. شبکه
توانند تصاویر کنند، سپس میتخراج میاس را از تصاویر دوبعدي
  بندي کنند.هاي ویژگی طبقهرا با استفاده از نقشه

متصل به  لوشن به جاي داشتن یک لایه کاملاشبکه عصبی کانو
بـا فضـاي هاي تصـویر را هاي عصبی، نگاشت پیکسـلسلول

شـبکه عصـبی کانولوشـن ابـزاري گیرد. همسایگی در نظر می
هاي سیگنال و تصویر است. حتی در زمینهقدرتمند در پردازش 

طبیعی  بندي اشیااي مانند تشخیص دست خط، طبقهبینایی رایانه
بندي، شبکه عصبی کانولوشن در مقایسه با سایر ابزارها، و تقسیم

 ابزاري بسیار بهتر بوده است.

  معماري مدل پیشنهادي. 3.1
 بـه شـبکه عصـبین وقت آن رسیده است که نگاهی کلی اکنو

مدل پیشنهادي کار حاضر  باشیم. تهداش خود پیشنهادي نکانولوش
نویس دارد هاي شناسایی رقم دستسایر معماريهایی با شباهت

سازي ها و توابع فعالاما تعداد فیلترها، نورون ،]16[، ]6[ -]3[
  براي عملکرد بهتر تغییر کرده است.

است و هر  هااي از لایهیک شبکه عصبی کانولوشن ساده دنباله
زي سالایه از طریق یک تابع قابل تغییر (فیلتر)، یک حجم فعال

در کار حاضر براي ساخت شبکه کند. تبدیل می دیگر حجم به را
هاي کانولوشـن، از سه نوع لایه اصلی استفاده شده است: لایـه

ها روي هـم متصل. این لایـه هاي کاملاهاي پولینگ و لایهیهلا
شبکه عصبی  شوند تا ساختار شبکه تشکیل شود.قرار گرفته می

 )7(کانولوشن پیشنهادي کار حاضر هفت لایه دارد که در شکل 
هـا پردازشدر ابتدا، نیاز به برخی از پیش نشان داده شده است.

سازي مقـادیر بر روي تصاویر مانند تغییر اندازه تصاویر، نرمال
ها آماده پردازش لازم، دادهباشد. پس از پیشها و غیره میکسلپی

  شوند.تغذیه به مدل می
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  ما کانولوشن عصبی شبکه پیشنهادي مدل معماري ):7( شکل

تشـکیل  ReLu سازياز یک لایه کانولوشن با تابع فعال 1لایه 
شبکه عصبی  است. این لایه اولین لایه کانولوشن معماري شده

پردازش شده با کانولوشن پیشنهادي است. این لایه تصویر پیش
ــه عنــوان ورودي می  28×28انــدازه  ــدازه فیلتــر گیــرد. را ب ان

ر اطـراف صفر اسـت (د 1(p) گذاريلایهاست. 5×5 کانولوشن
اسـت.  32و تعداد فیلترهـا  1هاي تصویر)، گام(ها) همه طرف

 32@24×24بعد از عملیات کانولوشن، نقشه ویژگی با اندازه 
هاي ویژگی اسـت کـه تعداد نقشه 32شود که در آن ایجاد می

) 1( رابطهاز  24باشد و برابر با تعداد فیلترهاي استفاده شده می
  آید: به دست می

)1(    12 




 

s
fpn  

اعمـال  گذاريلایهاندازه  ݌اندازه تصویر ورودي،  ݊که در آن، 
سپس تابع اندازه گام است.  ݏاندازه فیلتر و  ݂شده روي تصویر، 

  شود.در هر نقشه ویژگی اعمال می ReLu سازيفعال
است. این لایه ورودي با اندازه  Max Poolingیک لایه  2لایه 
کنـد. انـدازه پولینـگ از لایه قبلی دریافت میرا  32@24×24
است. بعد از این عملیات  2صفر و گام  گذاريلایه است، 2×2

Max Poolingبـه  32@12×12اي به اندازه هاي ویژگی، نقشه
در هر نقشه ویژگی به طور مستقل  Max Poolingآید. دست می
هاي ویژگـی لایـه شود، بنابراین، ما همان تعداد نقشهانجام می

                                                             
1 Padding   

این آید. ) به دست می1( رابطه همان از 12 مقدار و داریم ار قبلی
  سازي ندارد.لایه تابع فعال

است. این  ReLu سازيدومین لایه کانولوشن با تابع فعال 3لایه 
کند. را از لایه قبلی دریافت می 32@12×12لایه ورودي اندازه 

و تعداد فیلترها  1صفر، گام  گذاريلایهاست.  5×5اندازه فیلتر 
است. بعد از این عملیات کانولوشن، نقشه ویژگی به اندازه  32
در هر  ReLu آید. سپس تابع فعال سازيبه دست می 32@8×8

 شود. نقشه ویژگی اعمال می

است. این لایه ورودي اندازه  Max Poolingدومین لایه  4لایه 
 2×2کند. اندازه پولینگ را از لایه قبلی دریافت می 32@8×8

 Maxاست. بعد از این عملیات  2صفر و گام  گذاريلایه است،

Poolingآید.به دست می 32@4×4هاي ویژگی به اندازه ، نقشه  
را  ReLu سازيسومین لایه کانولوشن است که تابع فعال 5لایه 

را از لایه قبلی دریافت  32@4×4ندارد. این لایه ورودي اندازه 
و تعداد  1، گام صفر گذاريلایهاست.  4×4کند. اندازه فیلتر می

هاي ویژگی کانولوشن، نقشه عملیات این از بعد است. 64 فیلترها
این لایه به عنوان یک لایه آید. به دست می 64@1×1با اندازه 

کند و با عملیات مسطح کردن یک بـردار متصل عمل می کاملا
 کند.تولید می 64یک بعدي به اندازه 

این لایه یک بردار یک بعدي  متصل است. یک لایه کاملا 6لایه 
را  256گیرد و یک بردار یک بعدي با اندازه را می 64به اندازه 
  را دارد.ReLu سازي کند. این لایه همچنین تابع فعالتولید می
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 همچنین این لایه، یک لایه کاملا رین لایه شبکه است.آخ 7لایه 
کنـد، در کلاس را محاسـبه میلایه مقدار هر  متصل است. این

یـک از ده عـدد ، به طوري که هر 10دار به اندازه نتیجه یک بر
مربوط به مقدار یک کلاس است (همانند ده دسته مجموعه داده 

MNISTسـازيتابع فعالهاي نهایی ) را داریم. براي خروجی 

softmax شود.اعمال می 

در این روش پیشنهادي، شبکه عصبی کانولوشن تصویر اصلی را 
لایه به لایه از مقادیر پیکسلی اصلی به مقدار کلاس نهایی تبدیل 

ها حاوي پارامترهایی کند. باید توجه داشت که برخی از لایهمی
 ا ندارند. به طورهاي دیگر این پارامترها رهستند و برخی از لایه

انجـام  متصـل، تغییراتـی را هاي کانولوشن و کاملاخاص، لایه
ورودي و پارامترهایی  حجم در هاسازيفعال از تابعی که دهندمی

هاي طرف دیگر، لایـهها هستند. از ها و بایاس نوروننمثل وز
یک تابع ثابت (پارامتر قابل تنظیم ندارنـد) را  ReLuپولینگ و 

هاي کانولوشن و ود در لایهکنند. پارامترهاي موجي میسازپیاده
آمـوزش داده  ٢الگوریتم نـزول شـیب تصـادفی متصل با کاملا

شوند. به طوري که مقادیر کلاس ایجـاد شوند و اصلاح میمی
هاي مجموعه آموزش براي آن شده براي هر تصویر با برچسب

اي را که تصویر مطابقت داشته باشد. الگوریتم مدل آموزش دیده
شود، هاي آزمون استفاده میبندي ارقام موجود در دادهبراي طبقه
ر را به توان ارقام ارائه شده در تصاویکند. بنابراین، میآماده می

 6و  5و  4و  3و  2و  1و  0کلاس بندي کرد: صورت زیر طبقه
 .9و  8و  7و 

  سازي. پیاده4
 عصبی کانولوشن سازي معماري شبکهدر کار حاضر براي پیاده

استفاده شده  TensorFlowو  Kerasهاي کتابخانه ، ازپیشنهادي
هاي عصبی کانولوشن در سازي شبکهاست. در واقع براي پیاده

 Kerasهاي نویسی پایتون عناصر موجود در کتابخانهزبان برنامه
سـازي . بـراي پیادهگیرندمورد استفاده قرار می TensorFlowو 

از کـه یکـی  استفاده شده است 3ترتیبی مدلمدل پیشنهادي از 
                                                             
2 Stochastic gradient descent 
3 Sequential 

باشــد و بــه عنــوان می Kerasهاي موجــود در کتابخانــه مــدل
ها اي خطی از لایهشود و شامل دستهکننده استفاده میبنديطبقه

  باشد:هاي زیر میکل کار ما شامل بخش است.

  ها سازي دادهآماده -1
  ایل مدل پیشنهاديساخت و کامپ -2
  آموزش و اعتبارسنجی مدل پیشنهادي -3
  بینی مدل پیشنهاديارزیابی و پیش -4
  ذخیره مدل در حافظه براي استفاده مجدد -5

ها اولین قدم کار حاضر است. قبل از اینکه شبکه داده سازيآماده
هاي آموزش و آزمایش خود را تنظیم کنیم، را بسازیم، باید داده

ها را ترکیب کرده و بـه انـدازه ها را ترکیب کنیم، برچسبداده
شـده، هـاي نرمـال دهیم. ما مجموعـه داده مناسب تغییر شکل

   کنیم.یها و اطلاعات متفرقه را ذخیره مبرچسب
هاي عصـبی کانولوشـن بایـد براي سـاختن و آمـوزش شـبکه

پارامترهاي مهم مقداردهی اولیه را تعریف کنـیم. انـدازه دسـته 
)batch size) دوره ،(epoch) و نرخ یادگیري (learning rate( 

 CNNسه پارامتر مهم در هنگام ساخت و آمـوزش یـک مـدل 
ها را دسته تعداد نمونه اندازه باشند که باید مقداردهی شوند.می

هـاي کلیه دادهCNN کند. تعیین میCNN براي مرحله آموزش 
کند. دسته مشخص شده را پردازش میآموزشی به تعداد اندازه 

کنیم و مقدار ما براي کارایی محاسبات از اندازه دسته استفاده می
یک دوره  افزار موجود کاربر بستگی خواهد داشت.آن به سخت

آمیز به طرف جلو و یک عقبگرد از طریق شـبکه موفقیتعبور 
در صـورت به طور معمول مقدار آن عدد زیادي اسـت. است. 

رضایت از همگرایی در یک حالت خاص (دوره انتخاب شده) 
توانیم یک بار مقدار را کاهش دهیم. یافتن بهترین در شبکه، می

یادگیري  میزان (نرخ)یند تجربی خواهد بود. آمقدار دوره یک فر
یک پارامتر بسیار حساس است که مدل را به سمت همگرایـی 

هـا را در مقدار تغییر وزن تواندهد و به وسیله آن میسوق می
در کار حاضر، براي حداکثر دقـت از انـدازه  شبکه تنظیم کرد.

اسـتفاده شـده  01/0و نرخ یادگیري  15، تعداد دوره 40دسته 
  است.
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شبکه  توانیمدل است. اکنون میمرحله دوم ساخت و تدوین م
عصبی کانولوشن خود را با ایجاد هر لایه به صورت جداگانـه 

  ایجاد کنیم. طور که در زیر توضیح داده شده است،همان
در ابتدا براي ایجـاد مـدل پیشـنهادي، نـوع مـدل کـه از نـوع 

Sequential کنیم. باشد را مشخص میمی   

# Build the CNN model 
model=Sequential () 

هاي مدل پیشنهادي را بـه ترتیـب لایهدر مرحله بعد نیاز است 
استفاده  model.addاضافه کنیم که براي اضافه کردن هر لایه از 

 Conv2Dبراي ایجاد یک لایـه از نـوع کانولوشـن از  کنیم.می
کنیم که نیاز است به ترتیب تعـداد فیلترهـاي مـورد میاستفاده 

)، kernel_sizeموردنظر، اندازه فیلتر کانولوشن (استفاده در لایه 
گذاري لایه، مقدار ) حرکت فیلتر روي تصویرstrides( اندازه گام

ــویر ــراف تص ــابع فعال ،در اط ــوع ت ــتفاده ن ــورد اس ــازي م س
)activation) و اندازه تصویر ورودي (input_shape را بـراي (

 Maxز نوع براي ایجاد یک لایه ا ایجاد این لایه مشخص کنیم.

Pooling  ازMaxPool2D  کنیم کـه نیـاز اسـت بـه میاستفاده
) حرکت strides( )، اندازه گامpool_sizeترتیب اندازه پولینگ (

را براي  در اطراف تصویر گذاريلایهو مقدار  فیلتر روي تصویر
، گذاريلایهدر ادامه مفاهیم گام و  ایجاد این لایه مشخص کنیم.

را توضـیح  گیرنـدها مـورد اسـتفاده قـرار میلایهکه در ایجاد 
  خواهیم داد.

 تعریـف گـام انـدازه به عنوانپارامتري است که  ):strideگام (

 حرکت گام تعیین شده اندازه به توجه با بار هر فیلتر وشود می

 به پیکسل صورت به را فیلتر حرکت ،1گام  مثلا مقدار کند.می

  .دهدمی نشان پیکسل
 دقت به دستیابی براي padding : مفهوم)paddingگذاري (لایه

 مقدار کنترل است و براي شده معرفی CNN معماري در بیشتر

گیرد. خروجی مورد استفاده قرار می لایه خروجی شدن کوچک
 ورودي تصـویر از ترکوچک که است ویژگی نقشه یک هالایه

 در بیشتري اطلاعات خروجی شامل ویژگی نقشه است که این

 در موجـود اطلاعات رو این از و است میانی هايپیکسل مورد

 و هاردیف نیاز صورت در واقع دهد. درمی دست از ها راگوشه

 شوندمی اضافه دور تصویر تا دور به صفر مقدار هاي شاملستون

کنند. یکی از  جلوگیري ویژگی خروجی نقشه شدن کوچک از تا
باشد می valid، مقدار paddingمقادیر در نظر گرفته شده براي 

که در چنین حالتی ردیف یا ستونی به اطـراف تصـویر اضـافه 
 تصـویر از ترکوچـک خروجی ویژگی نقشهشود و اندازه نمی

شود که بخـواهیم میورودي است، از این مقدار زمانی استفاده 
خروجی را کاهش دهیم تا تعداد پارامترها در  ویژگی نقشهاندازه 

  یابد و کارایی محاسباتی آن بهبود یابد.مدل کاهش 
استفاده  Flattenلایه براي یک بعدي کردن ورودي چندبعدي از 

ویژگی استخراج  هاينقشهدر انتقال  لمعموبه طور شود که می
متصل  کاملا به لایه Max Poolingکانولوشن و هاي شده از لایه

یـک مـاتریس شود، در واقع با این کـار میاز این لایه استفاده 
متصـل داده کـاملا مسطح شده به عنوان ورودي به یـک لایـه 

براي ایجاد بندي تصویر را انجام دهد. طبقهشود تا بتواند کار می
کنیم که نیاز میاستفاده  Denseاز  متصل کاملایک لایه از نوع 

سازي مورد است به ترتیب اندازه بردار خروجی و نوع تابع فعال
  ) را براي ایجاد لایه مشخص کنیم.activationاستفاده (

هاي مدل پیشنهادي را لایهحال با توجه به توضیحات داده شده، 
فیلترهاي مـورد  کنیم. تعداد فیلترها و اندازهمیبه ترتیب ایجاد 

  اند.لایه به صورت تجربی به دست آمده استفاده در هر
# add model layers 
model.add (Conv2D (32, kernel_size=5, strides= (1,1), 
padding='valid', activation='relu', 
input_shape=(28,28,1))) 

شـبکه عصـبی  اولین لایه از نوع کانولوشن در معمـاري 1لایه 
پردازش شده با اندازه کانولوشن پیشنهادي است که تصویر پیش

شود. تعـداد فیلترهـاي به عنوان ورودي به آن داده می 28×28
 5×5 است و اندازه فیلتر کانولوشن 32در این لایه اعمال شده 

 بـه پیکسـل صورت به ، فیلتر1است که با توجه به اندازه گام 

سـازي تـابع فعال. کندمی پیکسل روي تصویر ورودي حرکت
 باشد.می ReLuمورد استفاده هم از نوع 

model.add (MaxPool2D (pool_size=(2,2), strides= 
(2,2), padding='valid')) 

اسـت. انـدازه پولینـگ  Max Poolingاولین لایه از نوع  2لایه 



  55-42، صفحه 2، شماره 13مجله محاسبات نرم، جلد /  50

 

صـفر و گـذاري لایهاست، مقدار 2×2اعمال شده روي تصویر 
  است.  2اندازه گام حرکت فیلتر روي تصویر 

model.add (Conv2D (32, kernel_size=5, strides= (1,1), 
padding='valid', activation='relu')) 

  باشد.مینیز از نوع کانولوشن  3لایه 
model.add (MaxPool2D (pool_size=(2,2), strides= 
(2,2), padding='valid')) 

  باشد.می Max Poolingنیز از نوع  4لایه 
model.add (Conv2D (64, kernel_size=4, strides= (1,1), 
padding='valid')) 

، اندازه 64تعداد فیلترها سومین لایه کانولوشن است که  5لایه 
  ReLuسازياست. این لایه تابع فعال 1و اندازه گام  4×4فیلتر 

  را ندارد.
model.add (Flatten()) 

استفاده  Flattenلایه براي یک بعدي کردن ورودي چندبعدي از 
  شده است.

model.add (Dense (256, activation='relu')) 

این لایه یک بردار یک لایه کاملا متصل است که مقدار  6لایه 
یـک بعـدي بـا گیرد و یک بردار را می 64اندازه یک بعدي به 

 سازي کند. این لایه همچنین تابع فعالرا تولید می 256اندازه 

ReLu .را دارد 

model.add (Dense (10, activation=' softmax ')) 

متصل است.  ست که از نوع لایه کاملاه شبکه اآخرین لای 7لایه 
یک بردار  باشد کهمی 10اندازه خروجی تولید شده در این لایه 

، به طوري که هر یک از ده عدد مربوط بـه مقـدار 10به اندازه 
) را MNISTیک کلاس است (همانند ده دسـته مجموعـه داده 

شد بامی  softmaxسازي مورد استفاده هم از نوعداریم. تابع فعال
استفاده  سازيتابع فعالاز این  خروجی لایه در معمول طور به که
 دهد.میبندي را براي ما انجام طبقهشود و کار می

نیاز به  CNN مرحله سوم آموزش و ارزیابی مدل است. آموزش
محاسبه مشتقات ضرر مربوط به پارامترهاي شبکه دارد. در کار 

و  back propagationحاضر براي محاسبه مشتقات از الگوریتم 
هاي عصـبی از الگـوریتم براي تنظیم وزن اتصـال بـین سـلول

(گرادیـان  Stochastic Gradient Descent (SGD)سازي بهینه
کاهشی تصادفی) استفاده شده است تا خطا به حـداقل مقـدار 

تـوان در آخـر، مییا بعد از چندین دوره متوقـف شـود. برسد 
اي آموزش، مدل ساخته شـده و هرا با تهیه داده CNNآموزش 

  ها، شروع کرد.دسته فعلی داده
ي از پیشـنهاداضر براي آموزش و اعتبارسنجی مـدل در کار ح

مجموعه داده استفاده شده است  در موجود آموزشی مثال 60000
هاي آموزشی براي اعتبارسنجی مدل در نظر درصد داده 10که 

هاي مشخص شده ، فقط دادهCNNاند. هنگام آموزششده گرفته
نقش دارنـد.   CNNبراي آموزش در به حداقل رساندن خطاي

هاي آموزشی براي پاس جلو و عقب اسـتفاده الگوریتم از داده
سنجی اسـتفاده هاي اعتباراز دادهکند. همچنین این الگوریتم می
دهـد. هاي جدید پاسخ میه به دادهچگونCNN کند تا ببیند می

پس از شود. طریق عبور به جلو تغذیه میبنابراین شبکه فقط از 
و خطـا نه یا هدف (هزینه ورود بـه سیسـتم) هاي هزیآن، لایه

دي) فراخوانی خواهند شد که پس از تکمیل هر بن(هزینه طبقه
همگرایـی آمـوزش و اعتبارسـنجی را ارائـه دوره، تصویري از 

کنیم و براي آموزش دیده را ذخیره می CNNدر پایان،  دهند.می
،  CNNشویم. در طول مرحله آموزشمرحله آزمایش آماده می

شود کـه در هر دوره حداکثر دو طرح (خطا و دقت) ایجاد می
  نشان داده شده است. )9( و )8(هاي شکل

  
  آموزش طول در خطا کاهش ):8( شکل

دهنده خطـاي آمـوزش و )، منحنی آبی رنگ نشان8در شکل (
پیشنهادي در  CNN اعتبارسنجی مدلدهنده خطاي جی نشاننارن

  حین آموزش است. 
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  آموزش طول در دقت افزایش ):9( شکل

ه دقت آمـوزش و منحنـی دهند)، منحنی آبی نشان9در شکل (
پیشنهادي در  CNN دهنده دقت اعتبارسنجی مدلنارنجی نشان

حین آموزش است. نکته حائز اهمیت در این قسمت این است 
منحنی به هم نزدیک باشد و در واقع با هم  که اگر مقدار این دو

بـرازش یـا توان نتیجه گرفت که مشکل بیشمتناسب باشند می
overfit .رخ نداده است  

بـا  بینی مدل پیشنهادي است کـهمرحله چهارم ارزیابی و پیش
توان مدل خود را ارزیابی کرد و هاي آزمایشی، میاستفاده از داده

هاي آزمایشی به دست دقت مدل پیشنهادي را روي مجوعه داده
هاي موجود در مجموعه آزمون، تعداد نمونه )1( جدول در آورد.

بنـدي هایی که به صورت درست و نادرسـت طبقهتعداد نمونه
  مشخص شده است. 9تا  0قام اند، دقت و خطا براي ارشده

بندي هاي طبقه) چند نمونه از خروجی11) و (10هاي (در شکل
پیشنهادي در حین آزمایش نشان داده شده  مدل از استفاده با شده

  است.

  
  شده داده تشخیص درست هايخروجی از برخی ):10( شکل

  
  شده شناخته اشتباه هايخروجی از برخی ):11( شکل

  

  9 تا 0 ارقام براي مدل عملکرد از ايخلاصه ):1( جدول

  رقم
هاي تعداد نمونه

موجود در 
  مجموعه آزمون

ها تعداد نمونه
بندي با طبقه

  درست

ها تعداد نمونه
بندي با طبقه

  نادرست

دقت 
(%)  

خطا 
(%)  

0  980  978  2  79/99  21/0  

1  1135  1134  1  91/99  09/0  

2  1032  1027  5  51/99  49/0  

3  1010  1009  1  90/99  10/0  

4  982  973  9  08/99  92/0  

5  892  874  18  98/97  02/2  

6  958  950  8  16/99  84/0  

7  1028  1021  7  31/99  69/0  

8  974  961  13  66/98  34/1  

9  1009  1003  6  40/99  60/0  

  70/0  30/99  70  9930  10000  کل

با افزایش مجموعه آموزش و افزایش تعداد الگوهاي استاندارد 
این، از دسـت رفـتن اکثر الگوها را حل کرد. علاوه بر توان می

سازي تصویر و مشـکلات وضـوح هاي ناشی از فشردهپیکسل
  بندي نادرست است.تصویر نیز از دلایل طبقه

 مجـددذخیره مدل در حافظه براي استفاده مرحله پنجم و آخر 
رو  توانیم مدل آموزش دیده را ذخیره کنیم. از ایناست. ما می

مجدد مورد استفاده قرار گیرد  تواند در آیندهمدل ذخیره شده می
 ها منتقل شود.یا به راحتی به سایر محیط
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  . نتایج5
مجموعـه داده نمونه موجود بـراي آزمـایش در  10000از بین 

MNIST ، رقم را به صورت نادرسـت  70مدل پیشنهادي فقط
 اي با آموزشنتایج براي چنین مدل ساده .کرده استبندي طبقه

GPU زیر نشان داده شـده طور که در و زمان آموزش کم همان
 Error() و خطا accuracyاست بسیار خوب است. مقدار دقت (

rate.مدل پیشنهادي در زیر آمده است (  
313/313 - 1s - loss: 0.0319 - accuracy: 0.9930 
accuracy: 99.29999709129333% 
Error rate: 0.70% 
Loss: 0.031872689723968506 

مدل پیشنهادي با تعداد  نتایج آزمایش روي )3(و  )2(در جداول 
  متفاوت نشان داده شده است. هايو اندازه دسته دوره

  آموزش فرآیند در مختلف هايدوره تعداد با آزمایش نتایج ):2( جدول
Accuracy  اندازه دسته هاتعداد دوره  

16%/99  8  40  
26%/99  12  40  
30%/99  15  40  

  آموزش فرآیند در مختلف هايدسته اندازه با آزمایش نتایج ):3( جدول
Accuracy  اندازه دسته هاتعداد دوره 

26%/99  15  32  
30%/99  15  40  
23%/99  15  64  

ساز شبکه بستگی دارد. به طور کامل به بهینه CNNعملکرد مدل 
ها، دقت بیشتر و زمان همگرایی کمتر از دلایل کاهش اتلاف داده

سازهاي بهینهسازها در یک شبکه است. از بهینه اساسی استفاده
سازي اسـت کـه در یـادگیري بهینه SGDمختلفی وجود دارد. 

الاتري دارد. گیرد و سرعت بمیعمیق بیشتر مورد استفاده قرار 
 SGDسـاز اسـتفاده از بهینهتوان از افزونگی محاسـباتی بـا می

، SGDالگـوریتم در  4حرکت جلوگیري کرد. با افزودن پارامتر
بـراي شود که در کار حاضـر نیـز بیشتر میسازي سرعت بهینه

رسیدن به بالاترین دقت از این پارامتر استفاده شده است. برآورد 

                                                             
4 Momentum 

شود کـه شناخته می Adamساز به عنوان بهینهاي تطبیقی لحظه
یافتـه از الگـوریتم گرادیـان تصـادفی اسـت. یک نسخه بهبود 

 کندکارآمد است و حافظه کمتري مصرف می Adamساز بهینه
سازهاي مختلف در مدل پیشنهادي . نتایج استفاده از بهینه]17[

ید ه شده است، این مشاهده آزمایشی تاینشان داد )4(در جدول 
ت را براي مدل پیشنهادي بهترین دق SGDساز کند که بهینهمی

را در  momentumتوان تاثیر پارامتر دهد و همچنین میارائه می
     افزایش دقت مشاهده کرد.

  مختلف سازهايبهینه با پیشنهادي مدل دقت ):4( جدول
SGDM (Scottish 

Gradient 
Descent with 
Momentum) 

SGD (Scottish 
Gradient 
Descent) 

Adam  

30%/99  02%/99  75%/97  

هاي خوبی دارد که دست خط ها ارقامی وجوددر مجموعه داده
ها خواهد بندي صحیح آننهادي قادر به طبقهاما مدل پیش نیستند

را بـه  )12، مدل پیشنهادي تصـویر شـکل (بود. به عنوان مثال
  کند.بندي میو به صورت درست طبقه »5«عنوان 

  
  بد خط صحیح تشخیص ):12( شکل

بینی دهد که مدل براي پیشدرصد نشان می 30/99آزمون دقت 
ت. اندازه مجموعه آموزش بر دقـت به خوبی آموزش دیده اس

یابـد. ها افزایش میگذارد و دقت با افزایش تعداد دادهثیر میتا
مجموعه آموزش وجود داشته باشد، هرچه اطلاعات بیشتري در 

دارد و ش و خطاي آزمایش کمترین میزان را خطاي آموزثیر تا
  توان دقت را بهبود بخشید.در نهایت می

  گیري. نتیجه6
  هاروش پیشنهادي با سایر روش مقایسه. 6.1

) SVM) و ماشین بردار پشتیان (CNNشبکه عصبی کانولوشن (
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نویس براي تشخیص ارقام دست هایی هستند کهاز جمله روش
بندي دقت نهایی طبقه )5(در جدول  گیرند.می قرار استفاده مورد

  قرار داده شده است.  هاي موجودروش پیشنهادي و سایر روش

  موجود هايروش سایر و پیشنهادي روش بین دقت مقایسه ):5( جدول
 منبع دقت (%) مجموعه داده روش

CNN  MNIST 85/98  ]7[  

CNN MNIST 21/99  ]8[  

CNN MNIST 7/95  ]10[  

CNN+DL4J MNIST 21/99  ]11[  

CNN MNIST 98 ]13[  
Histogram feature 
extraction+ SVM MNIST 60/95  ]14[  

CNN+SVM MNIST 28/99  ]15[  

CNN+SVM MNIST 40/94  ]18[  

SVM  MNIST 93/96  ]19[  

HOG+ SVM  MNIST 25/97  ]20[  

DCT+ SVM  MNIST 88/98  ]21[  

MNIST 30/99 روش پیشنهادي   - 

بـراي فرآینـد  عصـبی کانولوشـن روش پیشنهادي از شبکه در
ندي استفاده شده است و بهاي تصویر و طبقهاستخراج ویژگی
باشـد کـه می %30/99بندي روش پیشـنهادي دقت نهایی طبقه

بنـدي نسبت به کارهاي گذشته دقت بهتري دارد و بـراي طبقه
مقایسه  )6(در جدول  است. کرده عمل ترموفق نویسدست ارقام

انجام شده است و در این  KNNو  دقیق بین دو روش پیشنهادي
 KNNجدول به مزایا و معایب روش پیشنهادي در مقایسه بـا 

  پرداخته شده است.

  KNN و پیشنهادي روش بین مقایسه ):6( جدول

  روش
دقت 
(%)  

نرخ خطا 
(%)  

  معایب  مزایا

KNN  88/98  12/1  
عدم نیاز به 

  آموزش هايداده

  بندي کندطبقه
  نیاز به حافظه بالا

  k انتخاب
روش 

 7/0  30/99  پیشنهادي
دقت بالا در 

  بنديکلاس
  محاسبات زیاد

توان گفت در ) می6(و  )5(ول اجد بر اساس نتایج ارائه شده در
توان از بندي اعداد، میجه به اهمیت طبقهروش پیشنهادي با تو

و آن را بـراي رفنظر کـرد بـالا صـتوجه به دقـت معایب آن با 
با توجه به نزدیک بودن از طرف دیگر،  بندي استفاده کرد.طبقه

)، 5(در جدول  ]15[بودن دقت روش پیشنهادي و روش مرجع 
در رابطه با  ادامه به مقایسه این دو روش پرداخته شده است.در 

اســتفاده، هــر دو روش از مجموعــه داده اي مــورد حجــم داده
MNIST انـد. در روش زش و آزمـایش اسـتفاده کردهبراي آمو

مثـال  60000پیشنهادي براي آموزش و اعتبارسنجی مـدل، از 
استفاده شده اسـت  MNISTآموزشی موجود در مجموعه داده 

هاي آموزشی نیز براي اعتبارسنجی مـدل در درصد داده 10که 
 10000بینی مدل نیز از اند و براي ارزیابی و پیششده نظر گرفته

استفاده شده است، دقت  MNISTثال آزمایشی مجموعه داده م
هاي آموزشی و دقت از آزمایش مدل روي مجموعه داده 79/99
هاي آزمایشی بـه دسـت از آزمایش روي مجموعه داده 30/99

استفاده  MNISTنیز از مجموعه داده  ]15[مرجع  درآمده است. 
از آزمـایش روش روي مجموعـه  28/99شده اسـت و دقـت 

از آزمـایش روي مجموعـه  95/98دقـت زشـی و هاي آموداده
) نیـز 7(در جـدول  هاي آزمایشی به دسـت آمـده اسـت.داده

  اي از عملکرد دو مدل آمده است.خلاصه

  ]15[ مرجع روش و پیشنهادي روش بین سهمقای ):7( جدول
]15[مرجع  مدل پیشنهادي مدل   

 آموزش آزمون آموزش آزمون
95/98 28/99 30/99  79/99  

هاي ها روي مجموعه دادهپس در شرایط مشابه و آزمایش مدل
دقت مدل پیشنهادي  MNISTآموزشی و آزمایشی مجموعه داده 

بیشتر اسـت و روش پیشـنهادي عملکـرد  ]15[از دقت مرجع 
روش پیشـنهادي نکته دیگـري کـه دربـاره  بهتري داشته است.

نظـر از محاسـبات  توان ذکر کرد این است که مـدل مـوردمی
توان مـدل را روي کند و میپشتیبانی می GPUو  CPUکارآمد 

شود چون اجرا می GPUهر دو اجرا کرد. البته زمانی که روي 
ها دارد زمان آمـوزش مـدل کـم سرعت بالایی در آموزش داده

  .رودشود و سرعت کار بالاتر میمی
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  کارهاي آینده. 6.2
خصوص شبکه هاي مبتنی بر شبکه عصبی، به استفاده از روش

هاي فراوانی در پردازش تصاویر داشته عصبی کانولوشنی کاربرد
. در اینجا نیز مدلی نشان داده شده است  که ]24[ -]22[است 

آن  توانمی نویس را تشخیص دهد. در آیندهقام دستتواند ارمی
خط شخص در زمان واقعی را براي شناسایی شخصیت و دست

نویس اولین قدم براي دستیابی گسترش داد. شناسایی رقم دست
رایانـه اسـت.  اندازبه حوزه وسـیع هـوش مصـنوعی و چشـم

شبکه  شودشود، ثابت میطور که از نتایج آزمایش دیده میهمان
 ها است.کنندهنديببه مراتب بهتر از سایر طبقه عصبی کانولوشن

هاي کانولوشن بیشـتر و تعـداد توان با لایهنتایج این کار را می
تر کرد، البتـه لزومـا افـزایش هاي پنهان دقیقبیشتري از نورون

و در بعضـی از شـود ا منجر به بهبود یادگیري نمیهتعداد لایه

ها منجر به افزایش حجـم موارد ممکن است افزایش تعداد لایه
تـوان از ترکیـب شود، همچنین میو زمان یادگیري محاسبات 

هاي دیگر استفاده کرد و نتایج شبکه عصبی کانولوشن با روش
تري را به دست آورد. تشخیص رقم یک نمونه اولیه عالی دقیق

است و راهـی عـالی هاي عصبی براي یادگیري در مورد شبکه
در تر یادگیري عمیـق اسـت. اي پیشرفتههبراي توسعه رویکرد

توان یک سیستم شناسایی رقمی دست نوشته شده در آینده می
  زمان واقعی را توسعه داد.

  
  

کنند که هـیچ تعـارض تعارض منافع: نویسندگان اعلام می
   منافعی ندارند.
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