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مناسب،  یهمکار پژوهش افتنی ،یعلم يهانهیزم شیبا سرعت گرفتن رشد علم و انتشار مقالات و افزا
. بـا شـودیتر ممربوطه، روز به روز سخت يمحققان و نهادها يبرا قیتحق نهیو زم قیمنابع تحق افتنی

پژوهش کسب  يو زمان صرف شده برا نهیرا از هز یبازده نیشتریب توانیموارد، م نیانتخاب درست ا
 يهـاتیموجود ریشامل مقالات، دانشمندان و سـا ياشبکه جادیبا ا توانیله مامس نیحل ا يکرد. برا

که در  یارتباطات وندیپ ینیبشیکرد و با استفاده از پ جادیا یعلم شبکه کیها، آن نیو ارتباطات ب یعلم
 ینـیبشیپ يبرا نیماش يریادگیبر  یمبتن یمقاله چارچوب نیکرد. در ا ینیبشیرا پ ردیگیشکل م ندهیآ
شبکه بر اساس زمان و محتوا،  یدهچارچوب با وزن نیارائه شده است. در ا یعلم يهادر شبکه وندیپ

. در شـودیانجام مـ یژگیشده و انتخاب و استخراج و يجاساز یو متن يساختار يهایژگیو محاسبه
 ینیبشیپ يبرا نیماش يریادگیمدل  کیتا  شودیم دیتول يدبنبا استفاده از خوشه یمنف يریگنمونه تینها

شدند و  شیچارچوب به صورت جدا و همه با هم آزما نیاز مراحل ا کیشود. هر آموزش داده  وندیپ
 شیباعث افزا سندگانینو يشبکه ارجاعات و همکار يشده برا شنهادیپ یدهنشان داد روش وزن جینتا

 یمنف يریگنمونه نی. همچنشودیم تمیدقت کل الگور شیافزا جهیدر نت ودار شباهت وزن يارهایدقت مع
 يهـایژگی. وشودیم نیماش يریادگی تمیباعث بهتر آموزش داده شدن الگور يبندبا استفاده از خوشه

  دارند. ندهیآ يوندهایپ ینیبشیدر پ يثرونقش م زیمقالات ن دهیمانند عنوان و چک یعلم يهاداده یمتن
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  . مقدمه1
ها شبکهتحلیل و  ما نقش مهمی دارند ها در زندگی امروزهشبکه

. ایـن ]2[ -]1[ دهـدقـرار میمـا  اطلاعات مفیـدي در اختیـار
را بهتـر  هاشبکهکند که رفتار ین امکان را فراهم میاطلاعات ا

                                                             
 پژوهشیاله: نوع مق 

  نویسنده مسئول *
  )پور يدیوح( vahidipour@kashanu.ac.irالکترونیک:  )هاي(پست

alirezamohamadi@grad.kashanu.ac.ir محمدي)( 

سازي کنیم. در آینده شبیهرا ها درك کنیم و چگونگی تکامل آن
ها انجام هایی است که روي شبکهبینی پیوند یکی از تحلیلپیش
بینی پیوند شود و امروزه اهمیت زیادي پیدا کرده است. پیشمی

هاي بینی پیوندرفته و یا پیشهاي از دست به معناي یافتن پیوند
هاي تواند بر اساس پیوندبینی می. این پیش]4[ -]3[ آینده است

هاي شبکه و یا راسهاي موجود در حال حاضر شبکه، ویژگی
  .]5[ هر دو انجام شود

ها را اجتماعی پیشنهاد دنبال کردن آن افراد جدیدي که یک شبکه



 129   داروزن يهاو گراف نیماش يریادگیبا استفاده از  یعلم يهادر شبکه وندیپ ینیبشیپ/ يمحمد .پور، ع يدیوح .م.س 

 

هاي بینی پیوند در شبکهپیشمثالی از کاربرد  دهدمی کاربرانش به
 اجتمـاعی در شـبکه کـاربر گذشـتهاطلاعات اجتماعی است. 

کـه را افـرادي  المثبه عنوان ؛ تواند مبناي این پیشنهاد باشدمی
هـایی ماننـد و یـا ویژگی هاي ساختاري)(ویژگی کنددنبال می

  .]6[ هاي محتوایی)(ویژگی شغل و محل سکونت
هاي هاي بسیاري ماننـد شـبکهدر زمینه تا کنون بینی پیوندپیش

گر بـه کـار وصـیههاي تاجتماعی، مسائل بیولوژیک و سیسـتم
]. یکـی از 5اسـت [به نتایج قابل قبولی شده شده و منجرگرفته

بینی پیوند که به تازگی اهمیت پیدا کرده ولـی کاربردهاي پیش
هاي بینی پیوند در شبکهکمتر مورد توجه قرار گرفته است، پیش

 1هاي پیچیدهشبکههاي علمی نوع خاصی از علمی است؛ شبکه
هاي علمـی ماننـد دانشـمندان، هستند که روابط بین موجودیت

 و 3، همکـاري2را با مفاهیمی ماننـد ارجـاع نشریات مقالات و
 ].7کنند [نویسندگی بازنمایی می

هاي علمی جدید در با افزایش سرعت رشد علم و ایجاد زمینه
 هاي مختلف علوماخیر و همکاري دانشمندان در حوزه هايسال

بنیان هاي دانشبا یکدیگر، این نگرانی براي دانشمندان و سازمان
هاي آینـده، زمـان و بودجـه اسـت کـه در سـالبه وجود آمده

هایی اختصاص دهند. همچنـین یـافتن پژوهشی را به چه زمینه
ندان فتن دانشم] و یا8علمی خاص [ مقالات مرتبط با یک زمینه

هستند  ] از جمله مسائلی9[ هاي علمیمتخصص براي همکاري
هایی حلبینی پیوند راهاستفاده از پیش با و علمی هايشبکه در که

  برایشان ارائه شده است.
هاي علمـی، بیشـتر شـبکه هاي انجام شده در زمینهدر پژوهش

تمرکز روي ساختار شبکه و چگونگی پیوند عناصر با یکدیگر 
بوده است و محتواي عناصر کمتر مورد توجه قرار گرفته است. 

بینـی پیونـد ها که محتواي متنـی بـراي پیشدر برخی پژوهش
ت کسینوسی بردار هاي ساده مانند شباهاستفاده شده نیز از روش

tf-idf ] هاي یـادگیري ]. همچنین در روش6استفاده شده است
هاي هاي علمی، انتخاب دادهماشین، با توجه به حجم زیاد شبکه

 مقالـه]. در ایـن 10آموزشی به صورت تصادفی انجام شـدند [
                                                             
1 Complex Networks 
2 Citation 
3 Co-authorship 

براي  4جاسازي کلماتهاي براي بهبود این نقاط ضعف، روش
بندي بـراي انتخـاب اده از خوشـهتحلیل محتواي متنی و اسـتف

هاي آموزشی براي پیش بینی وزن پیشنهاد شده اسـت. در داده
هاي پیشنهادي کـه هاي موجود و روشنهایت با ترکیب روش

بینی پیوند در نتایج را بهبود دادند، یک چارچوب کلی براي پیش
  .کندمی پیشنهادهاي علمی شبکه

دوم . در بخـش سـتساختار مقالـه در ادامـه بـدین صـورت ا
هاي ها، اصطلاحات و مفـاهیم پایـه مربـوط بـه شـبکهتعریف

و  شود میبینی پیوند شرح داده هاي علمی و پیشپیچیده، شبکه
بینی پیوند که مبناي پیش لهاسپس چند الگوریتم و روش حل مس

. در خواهد شدهاي پیشنهادي و آزمایشات هستند بررسی روش
هاي بینی پیوند در شبکهپیش ر زمینهسوم کارهاي پیشین د بخش

 بخـش. در گیرنـدمیمبتنی بر مفاهیم علمی مورد بررسی قرار 
و در فصـل پـنجم  شـودمیهاي پیشنهادي ارائـه چهارم روش

هاي هاي رایج موجود و روشهایی براي مقایسه روشآزمایش
 مقالـهگیري نتیجه ،ششم بخش. در شوندمیپیشنهادي طراحی 

  .خواهد شدارائه 

  مفاهیم پایه. 2
هاي پیچیـده بررسـی شـده و در ادامـه، نـوع ابتدا مفهوم شبکه
هاي علمی در این هاي پیچیده که به عنوان شبکهخاصی از شبکه

. سـپس تعریـف شـودمیشـرح داده  شـود،میاز آن یاد  مقاله
هاي علمی بینی پیوند به طور کلی و کاربردهاي آن در شبکهپیش

هاي مورد استفاده د. پس از آن رویکردها و روشنشومرور می
دو  بخشدر انتهاي این  بینی پیوند شرح داده شده است.در پیش

اي تحلیل محتواي متنی و جاسازي الگوریتم جاسازي کلمات بر
  براي تحلیل ساختاري گراف تشریح شده است. راس

  هاي پیچیدهشبکه. 2.1
 بسیاري 5براي بازنماییمهم هاي ها به یکی از مدلامروزه شبکه

هـاي اجتمـاعی، زیسـتی و انـد. سیسـتماز مسائل تبدیل شـده

                                                             
4 Embedding  
5 Representation 
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هاي ها توصیف کرد. راستوان با شبکهاطلاعاتی بسیاري را می
ها، افراد، عناصر زیستی (پروتئین، ها کاربران، کامپیوتراین شبکه

شـانگر ارتباطـات یـا ها نها هستند. یالژن و غیره) و مانند این
هاي دنیـاي واقعـی کـه شبکه ].5ها هستند [لات بین راستعام

هـاي هستند و تفـاوت 1بدیهیساختاري غیرهاي داراي ویژگی
 ،دارنـد 2هـاي مشـبکهـاي تصـادفی و گـرافزیادي با گراف

 تر مثال زدههایی که پیش]. شبکه11[ هستندهاي پیچیده شبکه
ها و شبکههاي پیچیده هستند. با بررسی رفتار شد، همگی شبکه
توان به اطلاعات مفیدي دست یافت. تشخیص پردازش آنها، می

بینی و پیش 5، بررسی ساختار شبکه 4سازي شبکه، بصري3جامعه
تواند روي یک شبکه هایی است که میاز جمله پردازش 6پیوند

 ].4صورت گیرد [

ساختار گراف نشان داد. مدل توان با دادههاي پیچیده را میشبکه
هاي پیچیده با استفاده از گراف این مزیت را فراهم شبکهکردن 

هاي پردازش گراف براي تحلیل و بررسی کند که از الگوریتممی
  ها استفاده کرد.این شبکه

  هاي علمیشبکه. 2.2
هایی که متشکل از عناصر علمـی ماننـد ، به شبکهمقالهدر این 

ها بـه دانشگاهمقالات، نویسندگان، کلمات کلیدي، انتشارات و 
 شـود.هاي علمی گفتـه مـیهمراه روابط بین آنها هستند شبکه

هاي علمی چندان عبارت پر کاربردي در ادبیات پژوهش شبکه
در هر پژوهش از عناوین خاص منظوره  معمولبه طور نیست و 

 7نویسندگانبراي نامیدن شبکه مورد بحث مانند شبکه همکاري 
 شـده اسـتفاده ،]10[، ]8[ 8ات)] و شبکه ارجاعات (استناد12[

ها که وجه مشترك همـه ولی با توجه به تعدد این شبکه است.
براي » هاي علمیشبکه«بودن است از عبارت » علم محور«آنها 

  کنیم.ها استفاده مینامیدن این شبکه
                                                             
1 Non-trivial 
2 Lattice graph 
3 Community detection 
4 Network visualization 
5 Network structure analysis 
6 Link Prediction 
7 Co-authorship network 
8 Citation network 

کـه متشـکل از  وجـود داردشـبکه علمـی یـک )، 1شکل (در 
اي از علمی و روابط بین آنهاست. در صورتی که مقاله 9مجلات

یک مجله به مقاله دیگري از مجله دیگر استناد کرده باشد، بین 
تر شدن شکل براي مشخص؛ خواهد شد این دو مجله یال برقرار

هاي همرنگ . همچنین راستمام اطلاعات نشان داده نشده است
ر مجلاتی هستند تهاي بزرگو راس زمینه علمی یکسانی دارند

 اند.که تعداد مقاله بیشتري منتشر کرده

هـاي وزن دار گـراف باشند. دارتوانند وزنهاي علمی میشبکه
است  آنها به هر یال عددي منتسب شده در که هستند هاییگراف

در شـبکه  ال،مثـبه عنوان ]. 13که نمایانگر وزن آن یال است [
دانشمند  دو همکاري بینهاي شبکه دانشمندان راس ،دانشمندان

تعـداد توانـد اي، وزن یال میدر چنین شبکهبین آنهاست. یال 
  بین دو دانشمند را نشان دهد.  همکاري

  هاي علمیبینی پیوند و کاربردهاي آن در شبکهپیش. 2.3
شود. در یک شبکه پیچیده، پیوند نامیده می راساتصال بین دو 
هاي پیچیـده مطـرح شبکهترین مسائلی که روي یکی از بنیادي

بینی این پیوندهاست. در یک شبکه پیچیده با تعداد شود پیشمی
هایی در آینده تشـکیل بینی این که چه پیوند، پیشراسزیادي 

خواهند شد نقش مهمی در تحلیل و درك شبکه و نحوه تکامل 
فرض کنیم، که  ݐاگر یک شبکه پیچیده را در زمان  ].5آن دارد [

دهنده یانگر یک موجودیت در شبکه و هر یال نشاننما راسهر 
ݐهایی که در زمـان بینی یالتعامل رئوس باشد، پیش + بـه   ∆
نی پیوند نام دارد. به بیان بیپیش مساله ،شبکه اضافه خواهد شد

که در آینده شکل خواهد گرفت یا بینی پیوندهایی تر پیشساده
دوباره تشکیل  (و 10در گذشته شکل گرفته بوده ولی از بین رفته

هـاي در شبکه ].4شود [بینی پیوند نامیده میخواهد شد)، پیش
تواند به یافتن همکارهـاي پژوهشـی بینی پیوند میعلمی، پیش

بینـی ] و یا پـیش14بینی روند تولید دانش []، پیش12مناسب [
کمک  ،]15[ ،]9[11تناداتمعیارهاي ارزیابی علمی مانند تعداد اس

  کند.
                                                             
9 Journal 
10 Missing links 
11 Citation count 
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  مجلات بین ارتباط علمی شبکه از اينمونه ):1( شکل

  بینی پیوندرویکردهاي پیش. 2.4
بینی پیونـد را توان گراف مورد مطالعه براي پیشاز دو جنبه می

ساختار گراف و محتواي گراف. رویکرد ساختاري : بررسی کرد
اي از دنیاي واقعـی یـا چه پدیدهگراف، فارغ از این که گراف 

هـاي گـراف راسبـه ارتبـاط  کند، صرفارا بازنمایی می نظري
هـا و در راسهاي دنیاي واقعی پردازد. در بسیاري از گرافمی

ها و هایی در خود دارند که نوع، ویژگیها، دادهبعضی موارد یال
گراف دهند. در رویکرد محتوایی را نشان می یا یال راسمقادیر 

  شود.بینی پیوند استفاده میها براي پیشاز این ویژگی
ساختار گراف دانسـت. همچنـین  ئی ازتوان جزوزن یال را می

کـه بـراي هـر یـال مقـدار  دانسـت توان آن را یک ویژگیمی
محتــواي گــراف  ئــی ازجز؛ در ایــن صــورت مشخصــی دارد

 ئـی ازفـرض شـده وزن جز ایـن مقالـه،. در شودمحسوب می
دار به عنـوان راه ار گراف است و معیارهاي مشابهت وزنساخت

  دار بررسی شده است.هاي وزنبینی پیوند در گرافحل پیش
در ادامه هر یک از رویکردهاي مبتنی بر ساختار و محتوا شرح 

هایی که رویکردهاي ساختاري و است و در انتها روش داده شده
برند بـه دو بهره میکنند و از مزایاي هر محتوایی را ترکیب می

  طور خلاصه بیان شده است.

  رویکرد مبتنی بر ساختار گراف. 2.4.1

در رویکردهاي مبتنی بر سـاختار گـراف عمومـا از معیارهـاي 
شود. معیـار مشـابهت بینی پیوند استفاده میمشابهت براي پیش

شود و هر چقدر حاصل عددي گراف محاسبه می راسبین دو 
و در نتیجه احتمـال ایجـاد  راسبزرگتر باشد مشابهت بین دو 

پیوند بالاتر است. معیارهاي مشابهت به سه دسته محلی، شـبه 
  شوند.ري تقسیم میراسمحلی و س

لایـه از  هـدف و دو راسمعیارهاي مشابهت محلـی، تنهـا دو 
هاي گـراف سمتگیرند و بقیه قهاي آنها را در نظر میهمسایه

ري و راسهاي ستاثیري در نتیجه ندارند. به همین دلیل از روش
شبه محلی پیچیدگی زمانی و مکانی کمتري دارند. با این وجود 

 هـد نسـبت بـهدها نشان مـیدقت قابل قبولی دارند و پژوهش
  ].4ري کارآمدتر هستند [راسمعیارهاي شبه محلی و س

هزار  اي علمی (بیش از صدهبا توجه به حجم داده زیاد شبکه
 ري ازراسهاي شبه محلی و سو یک میلیون یال) مشابهت راس

 به همین دلیـل،نیستند.  پذیرنظر زمانی چندان کارامد و مقیاس
ــابهت در روش ــر مش ــی ب ــنهادي و آزمایشــات مبتن ــاي پیش ه
کنند و منابع هاي محلی استفاده میاز مشابهت بعديهاي بخش

  .هستندها مطالعه شده نیز از این دسته مشابهت
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است، نماد  ݕو  ݔ راسبه معناي مشابهت بین  (ݕ,ݔ)ܵ در ادامه
Γ௫ به معناي  (ݕ,ݔ)ݓباشد و می ݔ راسهاي نمایانگر همسایه

  قرار دارد. ݕو  ݔوزن یالی است که بین رئوس 
بینی پیونـد ترین معیار مشابهت در پیشساده: 1شتركه مهمسای

همسایه مشترك اسـت، همسـایه مشـترك بـه صـورت تعـداد 
شـود. ایـن معیـار بـا تعریف می راسهاي مشترك دو همسایه

وجود سادگی، در کاربردهاي دنیاي واقعی نتیجه مطلوبی کسب 
فرض ]. در این معیار 4تر است [کند و پایه معیارهاي پیچیدهمی
هاي مشترك بیشتري داشتههمسایه راسشود هر چقدر دو می

بیشتر  ،باشند، احتمال این که خود نیز با یکدیگر همسایه شوند
نشان  )2( رابطهکه در  دار. در نسخه وزن]16[ ))1( (رابطه است

هـاي به جاي در نظـر گـرفتن تعـداد همسـایه داده شده است،
و  ݔ راسك تـا دو هـاي مشـترمشترك، مجموع وزن همسـایه

 ].17شود [محاسبه میݕ 

,ݔ)஼ேݏ  )1( (ݕ =  ห߁௫  ∩  ௬ห߁ 

(ݕ,ݔ)ௐ஼ேݏ  )2( = ෍ ,ݔ)ݓ (ݖ (ݕ,ݖ)ݓ+
௭ ∈ ௰ೣ  ∩ ௰೤

 

این معیار، بهبود یافته معیار همسایه مشترك است، : 2آدامیک آدار
هر همسایه مشترك با لگاریتم  ،))3( رابطه( آدار آدامیک معیار در

هـاي مشـترکی کـه بـا یعنی همسایه شود.جریمه میاش درجه
ارزش کمتـري نسـبت بـه  ،کردنـد هاي زیادي یال برقرارراس

هاي کمتري پیوند دارنـد راسهاي مشترکی دارند که با همسایه
دار آدامیک آدار کافیست به جـاي جریمـهنسخه وزن . در]18[

هاي مشترك، لگاریتم مجموع وزن همسایه درجه لگاریتم با کردن
 )4( رابطـه(به  ]6[ ي هر همسایه مشترك را جریمه کنیمهایال

  رجوع کنید).

(ݕ,ݔ)஺஺ݏ  )3( =  ෍
1

|௭߁ |݃݋݈
௭ ∈ ௰ೣ  ∩ ௰೤

 

,ݔ)ௐ஺஺ݏ  )4( (ݕ = ෍
,ݔ)ݓ (ݖ ,ݖ)ݓ+ (ݕ
∑݃݋݈ ,ᇱݖ)ݓ ௭ᇲఢ௰೥௭ ∈ ௰ೣ(ݖ  ∩ ௰೤

 

                                                             
1 Common neighbors 
2 Adamic-Adar 

معیار ژاکارد یک معیـار قـدیمی و بسـیار پرکـاربرد در : ژاکارد
هاي مختلف است که اولین بـار بـراي بررسـی مشـابهت زمینه

اسـتفاده قـرار گرفـت. ایـن معیـار نسـبت  هـا مـوردمجموعه
را حسـاب  راسهـاي دو تمام همسایه هاي مشترك بههمسایه

کند. این معیار نیز بهبود یافته همسایه مشترك است که تعداد می
ها جریمـه هاستفاده از تعداد کل همسای هاي مشترك باهمسایه

هـاي تعـداد همسـایه راسشوند. در واقـع اگـر دو جفـت می
هـاي ی که تعداد کل همسـایهراسمشترکی داشته باشند، جفت 

 . تعریفکمتري دارد احتمال بیشتري براي برقراري پیوند دارد
دار آن در ) و تعریـف وزن5استاندارد معیاز ژاکارد در رابطـه (

  ].17[ آمده است )6( رابطه

,ݔ)௃஺ݏ  )5( (ݕ =  
ห߁௫  ∩ ௬ห߁ 
ห߁௫  ∪ ௬ห߁ 

 

,ݔ)௃஺ݏ  )6( (ݕ =  
∑ ,ݔ)ݓ (ݖ ௭∈௰ೣ(ݕ,ݖ)ݓ+  ∩ ௰೤

∑ ௔∈௰ೣ(ݔ,ܽ)ݓ + ∑ ௕∈௰೤(ݕ,ܾ)ݓ
 

این شاخص از فرایند تخصیص منـابع کـه در : تخصیص منابع
گیـرد الهـام گرفتـه شـده اسـت. هاي پیچیده صورت میشبکه

غیر  راسشاخص تخصیص منابع، انتقال واحدهاي منابع بین دو 
 راسکند، هر ها را مدل میاز طریق همسایگان آن ݕو  ݔمتصل 

کند و آن را دریافت می ݔ راسهمسایه یک واحد از منابع را از 
کند. میزان منابع به صورت مساوي بین همسایگانش توزیع می

در  راسبه عنوان مشابهت بـین ایـن دو  ݕدریافت شده توسط 
دار این شاخص، توزیع ]. در نسخه وزن19شود [نظر گرفته می

به همسایگان به نسبت وزن یال هـر همسـایه  ݔ راسمنابع از 
  ].17گیرد [صورت می

,ݔ)ோ஺ݏ  )7( (ݕ =  ෍
1

|௭߁ |
௭ ∈ ௰ೣ  ∩ ௰೤

 

,ݔ)ௐோ஺ݏ  )8( (ݕ = ෍
,ݔ)ݓ (ݖ + (ݕ,ݖ)ݓ
∑ ,ᇱݖ)ݓ ௭ᇲఢ௰೥௭ ∈ ௰ೣ(ݖ  ∩ ௰೤

 

کند شاخص اتصال ترجیحی بر این مبنا کار می: اتصال ترجیحی
انـد بـا احتمـال هاي زیادي تشکیل دادههایی که پیوندراسکه 

دهند. مقدار ایـن شـاخص بیشتري با یکدیگر پیوند تشکیل می
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 راسهـاي دو برابر با حاصلضرب تعداد همسایه راسبراي دو 
هاي پیشین بر مبناي ]. این شاخص بر خلاف شاخص20است [

ها در پژوهش لمعمو به طور کند وهاي مشترك کار نمیهمسایه
شود ولی با توجه بـه پیچیـدگی نتایج دقیقی از آن حاصل نمی

د توانهاي مبتنی بر همسایه مشترك، میزمانی کمتر از شاخص
دار این ]. نسخه وزن4در کنار آن به عنوان مکمل استفاده شود [

را به عنوان مقدار راسهاي دو شاخص، حاصلضرب مجموع یال
  ].17کند [شاخص محاسبه می

)9(  ܵ௉஺(ݔ, (ݕ = |௫߁| × ห߁௬ห 

)10(  ܵௐ௉஺(ݕ,ݔ) = ෍ (ᇱݔ,ݔ)
௫ᇱ∈௰ೣ

× ෍ ,ݕ) (ᇱݕ
௬ᇱ∈௰೤

 

  زمانرویکرد مبتنی بر محتوا و . 2.4.2

سـاختار شـبکه را در نظـر  صرفاگفته شده  مشابهتمعیارهاي 
حساب  آنها که شباهتاست  یراس دو 3ساختار ،منظور گیرند.می
هاي آنهاست. در صورتی که علاوه بر ساختار شود و همسایهمی

توان از آنهـا بـراي گراف، موارد دیگري نیز وجود دارند که می
بـه عنـوان مثـال در یـک شـبکه  بینی پیوند کمک گرفت.پیش

اجتماعی ممکن است دو نفر هیچ همسایه مشترك و در نتیجه 
تمایل  آنها نداشته باشند ولی به واسطه شغلمشابهت ساختاري 

کنند، در  ه باشند و در آینده پیوند برقراربه برقراري پیوند داشت
شود و مسـتقل از اینجا شغل، محتواي رئوس در نظر گرفته می

  است.ساختار 
تواند حـائز اهمیـت همچنین زمان برقراري پیوند در گراف می

توانیم این در شبکه همکاري نویسندگان می به عنوان مثال،باشد. 
فرضیه را مطرح کنیم که هر چقدر زمان به وجـود آمـدن یـک 
پیوند بیشتر باشد (سابقه همکاري بیشتر باشد)، آن پیوند اهمیت 

 ییمحتوا و یزماناطلاعات با ترکیب  به طورکلی،. داردبیشتري 
یابد بینی پیوند بهبود چشمگیري میساختار شبکه، نتیجه پیش با
]6.[  

                                                             
3 Topology, Structure 

  رویکردهاي ترکیبی. 2.4.3

هـاي ارزشـمندي بـراي و محتواي گـراف هـر دو داده ساختار
ها هایی مانند مشابهتشوند. روشبینی پیوند محسوب میپیش

هاي مبتنی بر گیرند یا روشمیکه فقط ساختار گراف را در نظر 
گیرند یو ساختار را نادیده م بر محتوا تمرکز دارند فقط که محتوا

در مسائلی که هم محتوا و هم ساختار اهمیت زیادي دارند منجر 
هایی ارائه شوند. به همین خاطر روشبه نتیجه قابل قبولی نمی

پیوند لحاظ اند که ساختار و محتوا را همزمان در پیش بینی شده
  کنند.می

دار هاي مبتنی بر وزنها که به عنوان روشاي از این روشدسته
در قالـب وزن در  شـوند، محتـواي گـراف راکردن شناخته می

هـاي مبتنـی بـر کنند و سپس بـا روشساختار گراف تعبیه می
بینی پیش مسالهدار به حل ساختار مانند معیارهاي مشابهت وزن

اي دسته .]12[، ]6[ پردازندي داراي محتوا میهاپیوند در گراف
کنند که هاي دیگر نیز براي هر یال بردارهایی ایجاد میروش از

هاي ساختاري و محتـوایی گـراف هاي آن مقادیر ویژگیدرایه
است. این بردارها را با استفاده از معیارهاي مشابهت برداري یا 

کنند و خروجی آن را هاي یادگیري ماشین پردازش میالگوریتم
، ]14[، ]10[ کننـدبینی پیوند استفاده مـیپیش مسالهبراي حل 

]21[.  

  4جاسازي کلمات. 2.5
ها وجود دارند که هر اي از روشدسته 5زبان طبیعیدر پردازش 

هاي کنند. الگوریتمکلمه را به یک بردار با طول ثابت نگاشت می
یک بردار را انجام زیادي هستند که وظیفه نگاشت هر کلمه به 

دهند که از نظر روش انجام کار با یکدیگر تفاوت دارند ولی می
ها تبدیل کلمه به یک بـردار بـه الگوریتموجه مشترك همه این

ها از این جهت سودمند هستند کـه طول ثابت است. این روش
کلمات، جملات  را روي 6توان عملیات محاسباتیبه راحتی می

داد. با تبدیل متن به بردار، این امکان فـراهم ها انجام و پرونده

                                                             
4 Word embedding 
5 Natural Language Processing (NLP) 
6 Arithmetic 
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محاسبه فاصله و محاسبه شود که عملیاتی مانند جمع، تفریق، می
 ].22عملیات محاسباتی برداري انجام دهیم [ طریق از را مشابهت

ــاي الگوریتم  GloVeو  word2vecه

ــه الگوریتم از 7 ــاي جمل ه
]. 23اند [خوبی شدهمطرح در این زمینه هستند که منجر به نتایج 

هاي علمـی ماننـد از آنجایی که بخش بزرگی از محتواي شبکه
هـاي در روش باشـد،عنوان مقاله و چکیده در قالب مـتن مـی

پـردازش  هـاي جاسـازي کلمـات بـرايالگوریتم پیشنهادي از
  محتواي متنی شبکه استفاده خواهد شد.

  8هاراسجاسازي . 2.6
هاي استاندارد استفاده از الگوریتمپردازش ساختار داده گراف با 

کاوي کار مشکلی است، به این خاطر که یادگیري ماشین و داده
هاي عددي ساختار یافته هستند ولی ها دادهورودي این الگوریتم

  هاستراسو ارتباطات میان این  راسگراف، متشکل از تعدادي 
ماننـد اي هـاي رابطـه. براي ایجاد نگاشت بین داده]25[، ]24[

هاي سـاختار یافتـه کـه قابلیـت انجـام عملیـات گراف و داده
است.  هایی ارائه شدهمحاسباتی روي آنها فراهم باشد الگوریتم

ها که در بسیاري از مسـائل گـراف ماننـد یکی از این الگوریتم
بندي رئوس نتایج خوبی دسته جامعه و تشخیص پیوند، بینیپیش

بـراي  ].26اسـت [ node2vecالگـوریتم  ،است به دست آورده
مراجعـه  )الف(توانید به پیوست مطالعه جزییات این روش می

 کنید.

  مرور کارهاي گذشته. 3
هاي بینی پیوند در شبکههایی در زمینه پیشاز این پژوهشپیش

 مسـالهها یـک علمی انجام شده که در هر یک از این پژوهش
روي یک نوع شبکه خاص (داده مورد مطالعه) براي یک کاربرد 

آن مشخص تعریف شده و با یک روش پیشنهادي پاسخی بـه 
 جنبهاز دو  مرور کارهاي گذشته، بنابراینداده شده است.  مساله

  .شوندمیبررسی  وکاربرد و شبکه مورد مطالعه 

                                                             
7 Global Vectors for word representation 
8 Node embedding 

  ها و کاربردهاي مورد مطالعهشبکه. 3.1
هـاي انجـام شـده در زمینـه مهم پـژوهش ایزیکی از وجوه تم

(گرافـی) اسـت کـه  ايهاي علمی، شبکهبینی پیوند شبکهپیش
ها یـک با مقایسه این پژوهش است.مورد پردازش قرار گرفته 

هاي مورد پردازش و کاربردهایی بندي کلی از انواع شبکهدسته
بینی پیوند روي آن شبکه تعریف از دنیاي واقعی که براي پیش

 شود.میشده ارائه 

ترین شبکه علمی موجود در دسترس، شـبکه ارجاعـات جامع
هاي آن (نام نویسندگان، است که در صورت کامل بودن فرا داده

هاي علمـی دیگـر توان برخی شبکهکلمات کلیدي و غیره) می
ر مانند شبکه کلمات کلیدي و شبکه همکاري نویسندگان را بـ

). مواردي که در شکل با رنگ )2شکل (اساس آن ایجاد کرد (
مورد استفاده  شدند در مقالات مطالعه شده صریحاآبی مشخص 

اند، نشان داده شده اند و مواردي که با رنگ خاکستريقرار گرفته
هاي پیشین مورد مطالعه ما به آنها مواردي هستند که در پژوهش

هاي موجود قابل به دست دادههاشاره نشده ولی از طریق مجموع
هاي بعدي توانند بالقوه مفید باشند. در بخشآمدن هستند و می

هاي پیشین از آن اسـتفاده هایی که در پژوهشهر یک از شبکه
  شود.شده بررسی می

 افتنی يبرا يبندتهدس نیا ،هاکهبش تركمش يهایژگیبا توجه به و
علاوه بر این، بـه .  است دفیم وندیپ ینیبشیپب مناس تمیگورلا

مورد مطالعه  مقالهکه در این  هاییشبکه به نسبت جامع دید ایجاد
  قرار خواهند گرفت کمک خواهد کرد.

 يبـرا يبنـدتهدس نیا ،هاکهبش تركمش يهایژگیبا توجه به و
 ن،یوه بر الا. عاست دفیم وندیپ ینیبشیپب مناس تمیگورلا افتنی

مـورد  مقاله نیکه در ا ییهاکهبش ت بهبجامع نس دید جادیبه ا
 مجموعه)، 1جدول (کمک خواهد کرد. در  بودخواهند استفاده 

 استفاده مورد نییشیپ يکه در کارها یواقع يایدر دن یکه علمبش
. است دهنام برده ش وندهایها و پراسقرار گرفتند به همراه تعداد 

 هیـبق و سـندگانینو يکه همکاربش ogbl-collabمجموعه داده 
  .که ارجاعات هستندبش
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 علمی هايشبکه پیوند بینیپیش در کاربردپر هايشبکه ):2( شکل

 

 نیشیپ يکارها در استفاده مورد يهاداده مجموعه :)1( جدول

  نوع شبکه  تعداد پیوندها  هاساتعداد ر نام مجموعه داده
1API arXiv  شودبه روز می 

  
  که ارجاعاتبش

2DBLP شودبه روز می 
  

  که ارجاعاتبش
3TH-HEP 27,770 352,807 که ارجاعاتبش 

4Science) Expanded (Web of -SCI 53 که ارجاعاتبش  میلیارد 1 میلیون  
5Citeseer  3,312 4,732 که ارجاعاتبش 

6citation2-ogbl 2,927,963 30,561,187 که ارجاعاتبش 

ogbl-collab 235,868 1,285,465 سندگانینو يکه همکاربش 
 

 
  ارجاعات شبکه از اينمونه ):3( شکل

                                                             
1 https://info.arxiv.org/help/api/ 
2 https://dblp.org/ 
3 https://snap.stanford.edu/data/cit-HepTh.html 
4 https://clarivate.com/webofsciencegroup/solutions/webofscience-scie/ 
5 https://relational.fit.cvut.cz/dataset/CiteSeer 
6 https://ogb.stanford.edu/docs/linkprop/ 

 شبکه ارجاعات

شبکه کلمات 
 کلیدي

شبکه همکاري 
 نویسندگان

شبکه ارتباط بین 
 نشریات

شبکه ارتباط 
هاي علمی شبکه ... هادانشگاه

 ترکیبی ناهمگن
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  شبکه ارجاعات. 3.1.1

ها مقاله که در آن شبکه ارجاعات، جامع ترین شبکه علمی است
به مقاله اي . اگر مقالههستندهاي شبکه و ارجاعات یال هاراس

شود. متناظر یال برقرار می راس دو میان باشد، داده ارجاع دیگري
در دسته شبکه ارجاعات قـرار  DBLP مانندهایی داده مجموعه

اي از شـبکه ارجاعـات مشـاهده نمونه) 3شکل (در  گیرند.می
ع داده اسـت، ارجا P1به مقاله  P2مقاله ، شبکهاین شود. در می

در شبکه تشـکیل  P1به  P2دار از مقاله بنابراین یک یال جهت
عات هاي شبکه بر اساس ارجاشود. به همین ترتیب سایر یالمی

  شوند. بین مقالات ساخته می
بـا اسـتفاده از یـادگیري ارجاع متقابل بینی پیش، ]12[ در مقاله
هاي سـاختاري و متنـی شـبکه ارجاعـات ویژگی رويماشین 

Citeseer یک مقاله  بینی تعداد ارجاعات بهپیش .است شده انجام
 HEP-THمجموعه داده در  هاي ساختارينیز بر اساس ویژگی

] انجام شده است. در 6با استفاده از یادگیري ماشین در مقاله [
یـافتن  مسـاله، براي TEP-TH ] روي شبکه ارجاعات5مقاله [

حل با استفاده از معیارهـاي قالات مرتبط با یک مقاله، یک راهم
 tf-idf] نیز با استفاده از 7شباهت محلی ارائه شده است. مقاله [

که، روي پنج پایگاه داده ارجاعات چکیده مقالات و ساختار شب
SCI- Expanded بینی پیوند انجام داده است.پیش 

  شبکه همکاري نویسندگان. 3.1.2

دهند و را تشکیل میهاي شبکه راسدر این شبکه، نویسندگان 
در صورت انجام همکاري بین دو نویسنده، بین آنها یال تشکیل 

دار باشد؛ وزن وزن دتوانشود. شبکه همکاري نویسندگان میمی
  دهنده تعداد همکاري دو نویسنده است.هر یال نشان

و » Bخـانم «، »Aآقاي «، )3شکل (با توجه به شبکه ارجاعات 
هسـتند. بـه همـین  P1 هاي همکار در مقالهنویسنده» Cآقاي «

همین ترتیب براي سـایر  شود، بهخاطر بین آنها یال برقرار می
هاي شوند و بین نویسندهگراف اضافه میها به مقالات، نویسنده

نهایت شبکه نویسندگان در شود.مشترك یک مقاله یال برقرار می
 شود.ساخته می) 4شکل (به صورت 

 بینی همکاري نویسندگان با استفاده از] پیش9, 3هاي [در مقاله

کردن شـبکه همکـاري بـا  داریک روش ترکیبی مبتنی بر وزن
بینی پیوند با معیارهاي شباهت پیشمشابهت محتوایی و سپس 

هاي همکاري نویسندگان اسـتخراج با استفاده از شبکه داروزن
نیز  ]27انجام شده است. در مقاله [ arXiveو  HEP-THشده از 

مستخرج با افزودن کلمات کلیدي به شبکه همکاري نویسندگان 
زدن اعمـال الگـوریتم قـدم و سپس SCI-Expandedاز شبکه 
  بینی انجام شده است.پیش تصادفی،

 
  )3( شکل بر مبتنی نویسندگان شبکه ):4( شکل

را به هم  بینی پیوند در شبکه همکاري نویسندگان، افراديپیش
ثر وهاي آتی همکاري متوانند در پژوهشکه می کندمعرفی می

و » Fآقاي «بین  آتی بینی همکاريداشته باشند. براي مثال پیش
 .است با نقطه چین قرمز مشخص شده) 4شکل (در » Cآقاي «

  شبکه کلمات کلیدي. 3.1.3

هاي این شبکه، کلمات کلیدي مقالات هستند و در صورتی راس
که دو کلمه کلیدي در یک مقاله استفاده شده باشند، بین آنها یال 

شد در صورت وجود تر اشارهطور که پیششود. همانایجاد می
کلیدي مقاله در شبکه ارجاعـات، ماتهاي مربوط به کلفراداده

  کلیدي از روي شبکه ارجاعات ایجاد کرد.توان شبکه کلماتمی
بینی روند تولید علـم، بـا یـک روش براي پیش ،]14در مقاله [

یادگیري ماشین و انتخاب ویژگی، روي شبکه کلمات کلیـدي 
در )، 5شکل (بینی پیوند انجام شده است. به عنوان مثال در پیش

بینی پیوند، ایجاد پیوند بین دو کلمـه صورتی که الگوریتم پیش
توان بینی کند میرا پیش» پزشکی«و » هاي پیچیدهشبکه«کلیدي 

هـاي انتظار داشت در آینده مقالاتی که در زمینه ترکیب شـبکه
 پیچیده و پزشکی منتشر شوند مورد توجه قرار خواهند گرفت.
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  کلیدي کلمات شبکه ):5( شکل

  هاي علمیسایر شبکه. 3.1.4

توان هایی که در شبکه ارجاعات وجود دارد، میبا توجه به داده
هاي دیگري ایجاد کرد که در منابع مطالعه شده بـه آنهـا شبکه

هـایی ها مثالپرداخته نشده. شبکه نشـریات و شـبکه دانشـگاه
انـد. رنگ خاکستري مشخص شـده با) 2شکل (که در  هستند

توانـد بینی پیونـد در آنهـا مـیها و انجام پیشایجاد این شبکه
  ارزشمند باشد.

کـه  1نـاهمگنهاي هاي علمـی شـبکهدسته دیگـري از شـبکه
هایی از انواع مختلف هستند. براي مثال هاي آن موجودیتراس

موجودیت نشریات، نویسندگان، کلیمات کلیدي و ارتباط بـین 
در این  ).)6شکل ((اي از شبکه علمی ناهمگن است آنها نمونه

شبکه دو موجودیت نویسنده و نشریه وجود دارد که نویسندگان 
  با یکدیگر و نشریات ارتباط دارند.

هاي هم راستواند بین هاي ناهمگن میبینی پیوند در شبکهپیش
 ] با افزودن کلمـات27. در مقاله [گیردمتفاوت صورت یا نوع 

که ناهمگن ایجاد کلیدي به شبکه همکاري نویسندگان، یک شب
بینی پیوند بـین نویسـندگان که باعث بهبود نتیجه پیش شودمی

یـک  دهنـدهنقطه چـین قرمـز نشـان) 6شکل (شده است. در 
نویسنده مورد نظـر  ؛بینی پیوند بین نویسنده و نشریه استپیش

                                                             
1 Non-homogeneous 

توانـد بینی شده میدر صورت چاپ مقاله خود در نشریه پیش
  موفقیت بیشتري کسب کند.

 
 ارتباط و نشریات و هانویسنده از متشکل ناهمگن گراف یک ):6( کلش

  آنها بین

  بینی پیوندپیش مسالههاي حل روش. 3.2
بینی پیوند در هاي پرکاربرد پیشدر این بخش مروري بر روش

خواهد شد و مزایا و معایب هـر روش بیـان  هاي علمیشبکه
بینـی هاي پیشحلبندي از راهیک دسته)، 7شکل (شود. در می

بینی مقالات مروري و منابع مربوط به پیش در استفاده مورد پیوند
ن است. در ای هاي علمی مورد مطالعه آورده شدهپیوند در شبکه

در منابع مطالعـه  حصریبه صورت دسته بندي موارد آبی رنگ 
اند، موارد سفید رنگ هاي علمی استفاده شدهشده در زمینه شبکه

، ]4[ انـدکار رفتهبینی پیوند بمروري مربوط به پیشدر مقالات 
 اند.آورده شده و براي کامل بودن نمودار ]5[

  مبتنی بر مشابهت. 3.2.1
هـاي تـرین روشمشـابهت، یکـی از رایـج هاي مبتنی برروش
هایی که امکان وجود پیونـد راسجفت  پیوند هستند. بینیپیش

هـاي راساز بین تمام جفت  بررسی شود، ها قرار استبراي آن
معیار مشـابهت  مقدار ،موجود که پیوندي بین آنها وجود ندارد

 بیشـتر از آنهـا ی که مقدار مشابهتراسشود. جفت حساب می
بینی شده در نظـر گرفتـه عنوان پیوند پیش به ،حد آستانه باشد

  شوند.می
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  علمی هايشبکه در پیوند بینیپیش مساله هايحلراه ):1( شکل

] مقدار آستانه به صورت پویا محاسبه شده است، به 8در مقاله [
این ترتیب که در شبکه اولیه مشابهت تمام جفت رئوسـی کـه 

شـود و میـانگین ایـن ها برقرار است محاسبه مـیپیوند بین آن
شود. در پژوهش حد آستانه در نظر گرفته می مشابهت به عنوان

یـال کـه  Kها بر اساس زیاد به کم مرتب شده و ] مشابهت4[
بینی شده انتخاب بالاترین مشابهت را دارد به عنوان پیوند پیش

از معیارهاي مشابهت  ]14[و  ]10[ اند. همچنین در مقالاتشده
بـراي هـاي سـاختاري و محتـوایی دیگـر محلی به همراه داده

به صـورت ورودي الگوریتم یادگیري ماشین استفاده شده ولی 
  مورد استفاده قرار نگرفته است. مستقیم

بینی پیوند است. از ترین روش پیشروش مشابهت محلی ساده
توان به عدم امکان استفاده همزمان از جمله معایب این روش می

شابهت ز طرف دیگر معیارهاي مچند معیار مشابهت اشاره کرد. ا
اند و در صورت نیاز به روي ساختار گراف تعریف شده صرفا

ترکیب زمان و محتوا با ساختار، این روش غیر قابـل اسـتفاده 
دار کردن و به طور است. این معایب تا حدودي در روش وزن

در ادامه  است.کامل در روش مبتنی بر یادگیري ماشین رفع شده
دار کـردن و یـادگیري نهـاي وزروش کارهاي پیشین مبتنی بر

 اند.ماشین بررسی شده

  دار کردنمبتنی بر وزن. 3.2.2

جملـه  در همه کاربردهاي دنیـاي واقعـی از دارهاي وزنشبکه
بـه  تواند وجود داشته باشـد و منحصـرهاي اجتماعی میشبکه
هـا پژوهش جایی که برخی ازهاي علمی نیست ولی از آنشبکه

دار هـاي وزنروي شـبکه منحصـراهاي علمـی در زمینه شبکه
در  شود.می، در این بخش جداگانه به آنها پرداخته استپژوهش 
دار، برخی از هاي علمی وزنهاي پیشین مربوط به شبکهپژوهش

و در برخی دیگر با استفاده از روشی  اندبوده داروزن ذاتا هاشبکه
دهد ] نشان می28مقاله [ است. ها نگاشت شده.یک وزن به یال

نتیجـه بـه صـورت  دار،هاي وزنها از گرافیال با حذف وزن
  یابد.کند و دقت کاهش میگیري تغییر میچشم

دار کردن، با در نظر گرفتن ساختار، هاي مبتنی بر وزندر روش
یک وزن محاسبه  راسمحتوا و برخی موارد نیز زمان، براي هر 

دار مانند آنت وزنکنند و سپس با استفاده از معیارهاي مشابهمی
تر گفته شد، وجود یا عدم وجود پیوند بین رئـوس را چه پیش

کنند. در این روش، مشابهت ساختاري، مشـابهت بینی میپیش
  شود.محتوایی و زمان در یک عدد که وزن یال است خلاصه می

قابل  )11رابطه ( دار کردن گراف درهاي وزناز رابطهیک نمونه
] روي شبکه همکاري نویسندگان 6مقاله [مشاهده است، توسط 

مقـدار در یکـدیگر  است، این رابطه از ضـرب سـه ارائه شده
  شود. محاسبه می

(࢜,࢛)ࢀࢀ࡯࢝ = ࢼ|(࢜,࢛)ࡱ|
൫࢚(࢛,࢜)൯ܠ܉ܕିࢋ࢓࢏ࢀ࡯
(࢚)ܖܑܕିࢋ࢓࢏ࢀ࡯ ×  (࢜,࢛)ܛܗ܋૚ିࢻ

)11(  

ߙطوري که  دو ضریب هستند به ߚو  ߙ + ߚ = ؛ با افزایش 1
,ݑ)ܧ| شود.ثیر زمان کم (زیاد) میاثیر محتوا، تا(کاهش) ت  |(ݒ

هـاي بـدون در گراف است که یال گراف از ابتدا داشته، وزنی

ߚدر قسـمت دوم  اسـت. 1وزن این مقـدار 
಴೅೔೘೐షౣ౗౮ (೟(ೠ,ೡ))
಴೅೔೘೐షౣ౟౤ (೟) ،

نی پیوندبیهاي پیشروش  

 مبتنی بر مشابهت

 سراسري نیمه محلی محلی

مبتنی بر 
دار کردنوزن  مبتنی بر یادگیري ماشین 

 ماشین بردار
 پشتیبان

جنگل 
 تصادفی

K  نزدیکترین
 همسایه

Naïve 
Bayes 

هاي روش
 بازنمایی

هاي روش
 ترکیبی
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کمترین زمان دیده شده در شبکه  (ݐ)݊݅݉زمان فعلی،  ݁݉݅ܶܥ
از بـین زمـان بـه  ((௨,௩)ݐ) max(زمان به وجود آمدن شبکه) و 

کند. دلیل این ماکسیمم را انتخاب می ݒو  ݑ راسوجود آمدن 
ــه  ݁݉݅ܶܥک −max൫ݐ(௨,௩)൯ ــر ݁݉݅ܶܥ ب −min(ݐ)  ــیم تقس

 1و  0نرمال شده و عـددي بـین شده، این است که مقدار کل 
این ترتیب با ضرب این سه مقـدار عـددي بـه دسـت به  شود.

آید که از ساختار، زمان و محتوا تاثیر گرفته است و به عنوان می
از  در ادامـه بـا اسـتفاده شـود.در نظر گرفته می ݒ,ݑوزن یال 

شود و محاسبه می ݒ,ݑدار، مشابهت بین معیارهاي مشابهت وزن
شود. نتایج ا پیوند برقرار میاگر بالاتر از حد آستانه باشد، بین آنه

دهد با این روش، نتایج نسبت به هنگامی که پژوهش نشان می
  یابد.فقط ساختار یا فقط محتوا در نظر گرفته شده بهبود می

 LDAcosineبه نام  معیار مشابهت جدید یک با نیز ]12[ مقاله در
با در نظر گرفتن ساختار و محتـوا  راسمشابهت کسینوسی دو 

هاي بدون محتوا شود و نتایج بهتري نسبت به روشمحاسبه می
 به دست آمده است.

  مبتنی بر یادگیري ماشین. 3.2.3

هـاي بینی پیوند را بـا الگـوریتمپیش مسالههایی که در پژوهش
شود. در رویکرد کلی مشاهده می یک کردند حل ماشین یادگیري
ها براي هر یال تعدادي ویژگی محاسبه شده و پژوهشهمه این 

هر یال به یک بردار چند بعدي تبدیل شده، هر یال با توجه به 
این که در گراف آموزشی وجود دارد یا خیر برچسب وجود یا 

بینی پیوند پیش مسالهگیرد و به این ترتیب عدم وجود پیوند می
  شود.بندي تبدیل میدسته مسالهبه یک 

هاي ممکن یـک ] روي شبکه ارجاعات، براي یال10مقاله [در 
ها ویژگی محاسبه شده، برخی از این ویژگی 11بردار متشکل از 

و برخی مانند  معیارهاي ساختاري ژاکارد و مشترك همسایه مانند
مقالـه و تعـداد نویسـندگان مشـترك  2 اختلاف سـال انتشـار

ا به الگوریتم ماشین در انتها برداره هایی محتوایی بودند.ویژگی
دهنـده بهبـود نسـبت بـه پشتیبان داده شده و نتیجه نشان ربردا

  هاي بررسی شده است.داده هاي پیشین روي مجموعهروش
همچنین در پژوهشی که روي شبکه کلمات کلیدي انجام گرفته 

هاي ویژگی، هابراي یالمحاسبه شده ویژگی  12و از میان ] 14[
 و میـانگین 3، میانگین ضریب خوشگی2تخصیص منابعژاکارد، 
بهترین نتیجـه بـا الگـوریتم انتخاب شدند؛  راسدو  ٤مرکزیت

  جنگل تصادفی به دست آمده است.

  هاي پیشنهاديروش. 4
هاي پیشنهادي گراف مورد پردازش روشدر  ،)8( شکل اساسبر

هاي ساختاري و محتـوایی شود، ابتدا ویژگیدهی میابتدا وزن
شود. سپس با ها حساب میهاي آنراس جفت براي )2( جدول

 PCAاستفاده از یک الگوریتم انتخاب یا استخراج ویژگی مانند 
شوند. سپس به شوند و ابعاد زائد حذف میها پردازش میداده

شود. گراف آموزشی دو قسمت آموزشی و آزمایشی تقسیم می
دامه در ا شود.براي آموزش الگوریتم یادگیري ماشین استفاده می

 یآموزشـ يهـاکه در داده ییهاراست فج، هاي منفیبراي داده
بندي صورت (و یا مثبت و منفی) خوشه نیست،آنها  نیب يوندیپ

ها به عنوان داده آموزشی براي آموزش گیرد و مراکز خوشهمی
گیرند. از سوي الگوریتم یادگیري ماشین مورد استفاده قرار می

آزمایشی محاسبه شده و بر اساس  هايها براي دادهدیگر ویژگی
بینـی الگوریتم آموزش داده شده پیوندهاي مثبت و منفـی پیش

  شوند.شوند و بر اساس معیار مد نظر ارزیابی میمی
ادامه روش پیشنهادي براي وزن در بر اساس روش پیشنهادي، 

هـاي شـبکه راسهایی براي جفـت ویژگیدهی شبکه، سپس 
ات پیشنهاد شـده اسـت. سـپس همکاري نویسندگان و ارجاع

بندي بینی پیوند با استفاده از یادگیري ماشین و دستهروش پیش
گیري منفی . در انتها براي حل مشکل نمونهتشرح داده شده اس
  بندي و رگرسیون پیشنهاد شده است.دو روش خوشه

  دهی شبکهوزن. 4.1
محتوایی را  با وجودي که در روش یادگیري ماشین هر ویژگی

گیریم ولی با این به عنوان یک درایه از بردار ویژگی در نظر می

                                                             
2 Resource Allocation 
3 Cluster Coefficient 
4 Centrality 
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دهی وزنهاي محتوایی براي از ویژگی حال در روش پیشنهادي
تـر شـدن نتـایج کنیم. این کار به دقیقاستفاده می به گراف نیز

تیجه افزایش دقـت یـادگیري دار و در نهاي محلی وزنشباهت
کند. همچنین در صورتی که از روش یادگیري ماشین کمک می

ها در نظر هاي محتوایی در وزن یالماشین استفاده نشود، ویژگی
 گرفته شده و نادیده گرفته نخواهد شد.

  
  ماشین یادگیري بر مبتنی پیوند بینیپیش پیشنهادي چارچوب ):8( شکل

هاي علمی پیوندهاي جدیدتر اهمیت بکهبا این فرضیه که در ش
تـر دارنـد و پیونـدهایی بـا بیشتري نسبت به پیوندهاي قدیمی

شباهت محتوایی بیشتر بایـد بـیش از پیونـدهایی بـا شـباهت 
دهی براي توجه قرار بگیرند، دو معیار وزن محتوایی کمتر مورد

) و شـبکه ارجاعـات )12( رابطـههمکاري نویسندگان ( شبکه
دهی پیشنهاد ) پیشنهاد شده است. هر دو معیار وزن)13(رابطه (

شده بر اساس ترکیب خطی تأثیر زمان ایجاد پیوند و شـباهت 
  محتوایی پیوند است.

 همکاري و ارجاعات هايشبکه پیشنهادي هايویژگی ):2( جدول

 نویسندگان

  نام ویژگی  نوع

علامت
  شبکه قابل اعمال  

  نوع
  همکاري  ارجاعات

ساختاري
  

 ترین همسایهنزدیک

C
N

 

* * int 

A  آدامیک آدار
A

 

* * float 

R  تخصیص منابع
A

 

* * float 

JC ژاکارد
 

* * float 

 اتصال ترجیحی

PA
 

* * int 

 دارترین همسایه وزننزدیک

W
_C

N
 

* * int 

 دارآدامیک آدار وزن

W
_A

A
 

* * float 

 دارتخصیص منابع وزن
W

_R
A

 
* * float 

 داروزنژاکارد 

W
_JC

 

* * float 

 داراتصال ترجیحی وزن

W
_PA

 

* * int 

شباهت کسینوسی بردار 
Node2Vec  راسجفت  

N
2V

_C
O

S_SIM
 

* * float 

محتوایی
  

شباهت کسینوسی عنوان 
 مقالات دو نویسنده

TITLE_C
O

S_SIM
 

* * float 

شباهت کسینوسی چکیده دو 
 مقاله

A
B

S_C
O

S_SIM
 

*  float 

زمانی
  

 سال انتشار دو مقاله اختلاف

PU
B

_Y
EA

R
_D

IFF
 

*  int 
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(ݕ,ݔ)௖௢௟௟௔௕ݐℎ݃݅݁ݓ  )12( = ߙ ൬ܿ݉݅ݏ_݁݊݅ݏ݋ቀ(ݔ)ݒ2ݓሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬ⃗ ሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬ⃗(ݕ)ݒ2ݓ, ቁ൰+ ߚ ቌ ෍
1

௖௨௥௥௘௡௧ݎܽ݁ݕ)݃݋݈ − ((݅)௖௢௟௟௔௕ݎܽ݁ݕ
௜∈௖௢௟௟௔௕(௫,௬)

ቍ 

,ݔ)௖௜௧௔௧௜௢௡ݐℎ݃݅݁ݓ  )13( (ݕ = ߙ ൬ܿ݉݅ݏ_݁݊݅ݏ݋ቀ(ݔ)ݒ2ݓሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬ⃗ ሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬ⃗(ݕ)ݒ2ݓ, ቁ൰+ ߚ ቆ
1

௫ݎܽ݁ݕห݃݋݈ − ௬หݎܽ݁ݕ
ቇ 

ߚ,ߙ > ߙ ݀݊ܽ 0 + ߚ = 1 

  

هـا هر دو بزرگتر از صفر و مجمـوع آن ߚو  ߙ رابطهدر هر دو 
ثیر محتـوا ات ߚو در نتیجه کاهش  ߙبرابر یک است. با افزایش 

یک بردار  ሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬ⃗(ݔ)ݒ2ݓهمچنین   کند.می پیدا افزایش زمان به سبتن
همچنین  است.  راسسازي محتواي متنی هر بعدي از نهفته 128

است  ݕو  ݔهاي دو نویسنده مجموعه همکاري (ݕ,ݔ)ܾ݈݈ܽ݋ܿ
بین ایـن دو نویسـنده  ݅سال انجام همکاري  (݅)௖௢௟௟௔௕ݎܽ݁ݕو 

در جریمه اختلاف سال، کم  علت استفاده از تابع لگاریتم است.
ثیر اختلاف سال زیاد ارجاع به مقاله یا همکاري است. اکردن ت

سال بدون استفاده  20سال و  10نسبت اختلاف به عنوان مثال، 
برابر است ولی در دنیاي واقعی چندان تفاوتی بین  2از لگاریتم 

 1,3بـه  ز لگاریتم ایـن نسـبتاستفاده ا با این دو وجود ندارد،
  یابد.کاهش می

  هاتعریف ویژگی. 4.2
 ایـبرچسـب  کی ینیبشیپ يبرا نیماش يریادگی يهاتمیالگور

 ݊بـردار  کیکه در قالب  دارند یآموزش يهابه داده ازین ازیامت
بـر  یمبتنـ تواننـدیمـ هایژگیو نیا .شودیها داده مبه آن يبعد

بـر  یمبتن ا/یو هاالیها و راس يمحتوابر  یساختار شبکه، مبتن
 يباشد. با توجه به ساختار و محتوا الی ای راس کی جادیزمان ا

از  ياو شبکه ارجاعـات، مجموعـه سندگانینو يشبکه همکار
نقش دارد، در  وندیپ کیعدم وجود  ایکه در وجود  ییهایژگیو

ص خمشـی (ستون اول) ژگینوع و ارائه شده است.) 2جدول (
 یزمـان ایـو  ییمحتوا ،ياختارس دهعنوان ش یژگیو کند کهمی
 متلاعی است و ستون سوم ژگینام ودوم جدول  تون. ستاس

د. خواهد شتفاده از آن اس هاشیآزما یجکه در نتاي است اختصار
از آنجا که در شبکه همکاري نویسندگان متن مقاله وجود ندارد، 

ها در این شبکه قابل استفاده نیست؛ مانند شباهت برخی ویژگی

محتوایی دو مقاله. بنابراین در شبکه همکاري نویسندگان تنها از 
آخـرین سـتون  شباهت میان عنوان مقاله استفاده شـده اسـت.

که بازه  ییهایژگیودهد؛ می ، نوع هر ویژگی را نشان)2جدول (
 يهـر مقـدار توانندیم ،خص نشده استآنها مش يبرا يمقدار

آمده ) 2جدول (که در  ییهایژگیو باشند. داشته رفبزرگتر از ص
ر زمـان اجـرا ظـه آنها از نبکه محاس تندهس ییهایژگیو ،است

 تیمرکز يارهایمعمانند  يگرید يهایژگیو .تاس ریپذسایمق
زمان محاسـبه آنهـا بـه  فگرااندازه  شیافزا اوجود دارند اما ب

هایی دلیل چنین ویژگی نیهمیابد. به می شیافزاصورت نمایی 
  . در اینجا استفاده نشده است

  بینی پیوند با استفاده از یادگیري ماشینپیش. 4.3
ܩ گراف = هاي گراف؛ در راس مجموعه ܸ که طوري به (ܧ,ܸ)

هاي راسپیوندهاي موجود میان  ܧاینجا نویسندگان یا مقالات و 
پیوندهایی اسـت کـه در  ، مجموعه′ܧ باشد. مجموعهشبکه می

امکان ایجاد در آینده را  گراف وجود ندارد ولی به صورت بالقوه
 ܯبینی پیوند با استفاده از یادگیري ماشین مدل براي پیش دارد.

را به یـک  ܧشود به طوري که هر پیوند عضو ده میآموزش دا
در این روش  ܯکند. مدل احتمال بین صفر و یک نگاشت می

  بندي یا رگرسیون باشد.تواند یک الگوریتم دستهپیشنهادي می

از یـادگیري ماشـین،  بینی پیوند با استفادهپیش مسالهبراي حل 
مایی شود. ایـن اي از بردارها بازنقالب مجموعه گراف باید در

هاي ایـن درایـه ،شوندمحاسبه می راسبردارها براي هر جفت 
هاي ساختاري یا محتوایی مربوط به جفت تواند ویژگیبردار می

هاي قابل محاسبه براي بردار اي از ویژگیباشد. مجموعه راس
 آورده شده است.) 2جدول (ها در ویژگی

یک گی حساب شد، ، بردار ویژراسهر جفت  رايببعد از آنکه 
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. شودبراي آن مشخص میبرچسب وجود یا عدم وجود پیوند 
هاي جدید راسبراي جفت  را برچسب این ماشین یادگیري مدل
 کند. به طور خلاصه مراحل در زیر بیان شده است:بینی میپیش

شود (مانند معیارهاي هایی براي بردارها تعریف میویژگی .1
  و زمان ایجاد پیوند).شباهت، میزان مشابهت محتوایی 

گراف آموزشـی  هاي ممکن درراسبه ازاي تمام جفت  .2
محاسبه  راسجفت  هاي هردار ایجاد و مقادیر ویژگیبر

  شود.می

دهنـده بـردار بـا تشـکیل راستوجه به این که جفت  با .3
یـا » وجود پیونـد«برچسب  ،یکدیگر پیوند دارند یا خیر

  شود.داده می انتصاب» عدم وجود پیوند«

 استفاده از بردارهاي به دست الگوریتم یادگیري ماشین با .4
 شود.آمده آموزش داده می

بینی در گراف، پیش جدید راس جفت هر براي نهایی مدل .5
  کند.می پیوند

در شبکه یک  راسجفت  براي هر) 3جدول (به عنوان مثال در 
دست آمده است. الگوریتم ه بردار ویژگی (یک سطر جدول) ب

تواند برچسب یک داده جدید را ها مییادگیري این دادهپس از 
  بینی کند.پیش

 (مجموعه پیوند بینیپیش الگوریتم ورودي بردارهاي از مثالی ):3( جدول

  پیوند وجود عدم :× و پیوند وجود : آموزشی)

جفت 
س

را
  

JC
 

N
2V

_C
O

S_SIM
  T

IT
L

E_C
O

S_SIM
 

...
برچسب 

 

A - B  0,67  0,40  0,51 ...  

A - C  0,23 0,59  0,31 ... × 

B - C  0,63 0,22  0,39 ... × 

A - D  0,95 0,85  0,71 ...  

…  … … … ... … 

  ديبنگیري منفی با خوشهحل مشکل نمونه. 4.4
؛ یعنـی هستند 5پراکنده معمولبه طور هاي دنیاي واقعی گراف

تعداد پیوندهایی که وجود دارند بسیار بیشتر از تعداد پیوندهایی 
هستند که وجود ندارند. مثلا در گـراف همکـاري نویسـندگان 

ogbl-collab آزمایش خواهد شد،  که روش پیشنهادي روي آن
 یعنـی است. 235،868و تعداد رئوس  8رئوس  میانگین درجه

یسنده همکاري کـرده و بـا نو 8هر نویسنده به طور میانگین با 
  نویسنده همکاري نکرده است. 235،860

یادگیري ماشین به تعـدادي نمونـه  از طرفی براي آموزش مدل
مثبت نیاز است. با توجه به پراکنده بودن  منفی و تعدادي نمونه

هاي مثبت را به عنوان نهتوان تمام نموگراف مورد پردازش، می
شین در نظر گرفت ولی تعداد آموزشی به مدل یادگیري ما داده

به عنوان مثـال، هاي منفی در این گراف بسیار زیاد است. نمونه
داریم که بر  راس 235،868تعداد  ogbl-collabداده در مجموعه 

تعداد  .Error! Reference source not found معادله اساس
میلیارد یال ممکن وجود دارد  28هاي گراف کامل، تقریبا راس

 ها منفی هستند.یال مثبت و سایر یال 1،285،465که از این بین 

آموزشـی منفـی بسـیار  عـداد دادهها براي این تمحاسبه ویژگی
افزاري زیادي دارد، همچنین بر است و نیاز به منابع سختزمان

ایی که بـراي ههاي یادگیري ماشین معمول (غیر از آنالگوریتم
سازي شدند) براي پردازش این تعداد داده هاي حجیم پیادهداده

یگر، افزاري زیادي دارند. از طرف دنیاز به زمان و منابع سخت
 اختیار در ايتازه اطلاعات و هستند راريتک هاداده این از بسیاري

دهند و حتی میالگوریتم براي تشخیص پیوندهاي منفی قرار ن
  برازش مدل یادگیري ماشین نیز بشود. ممکن است باعث بیش

هاي توان از میان نمونههاي منفی میبراي کم کردن تعداد نمونه
منفی، تعدادي را به صورت تصادفی انتخاب کرد. بـا انتخـاب 

هایی که در آمـوزش بهتـر تصادفی ممکن است برخی از نمونه
                                                             
5 Sparse 

)14(  
ݏ݁݃݀݁_ℎ݌ܽݎ݃_݁ݐ݈݁݌݉݋ܿ =

݊ × (݊ − 1)
2

=
235,868 ∗ 235,867

2
≅ 28 × 10ଽ 
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تواننـد تـاثیرگزار باشـند انتخـاب نشـوند و از طرفـی مدل می
  ن بار انتخاب شوند.هایی که شبیه به یکدیگر هستند چندیداده

بندي و رگرسیون بر خوشه براي حل این مشکل دو روش مبتنی
هاي بندي ابتدا نمونهروش مبتنی بر خوشه در است. شده پیشنهاد

خوشه یک نماینـده انتخـاب  خوشه تقسیم و از هر Kمنفی به 
هاي منفی بـه طـور شود. به این ترتیب از تمام فضاي نمونهمی

هاي منفی با یکدیگر متفاوت ي شده و نمونهگیریکنواخت نمونه
ی کاهش و کیفیت هاي منفخواهند بود. با این روش تعداد نمونه

تـوان بـا منـابع این ترتیب می آنها افزایش پیدا خواهد کرد. به
هاي یادگیري ماشین رایج افزاري در دسترس و الگوریتمسخت
ین اده از هماستف شودبینی میبندي را حل کرد. پیشدسته مساله

در هـر  ثیر مثبتی داشته باشـد.اهاي مثبت نیز تروش براي داده
متفـاوت  Kگراف مورد پردازش ممکن است مقدار بهینه براي 

بهینه استفاده از آزمون و خطا و  Kباشد. پیشنهاد ما براي یافتن 
  بندي است.یا معیارهاي ارزیابی خوشه

  هاآزمایش. 5
آزمایش براي مقایسه روشهاي پیشـنهادي و  پنج بخشدر این 

اساس معیارهاي ارزیـابی عملکـرد  هاي موجود برسایر روش
HITS  وMRR همکاري ارجاعات و  بر روي دو مجموعه داده

افـزاري و ابتـدا ابزارهـاي نرم نویسندگان طراحی شده اسـت.
هاي مورد داده س مجموعهشوند. سپافزاري شرح داده میسخت
 در و گیرنـدمی قـرار بررسی مورد ارزیابی عیارهايم و استفاده

آزمایش، شرح آزمـایش، نتـایج و تحلیـل ارائـه  ادامه براي هر
 شود.می

  ابزارهاي مورد استفاده. 5.1
 راي آزمایشات این فصل یک رایانـهمورد استفاده ب افزارسخت

 Intel Pentium Silver N5000 2.7GHZ خانگی با مشخصات
بوده است. البتـه برخـی آزمایشـات مربـوط بـه 8GB Ram با 

به دلیل زمان زیـاد  Node2Vecبا الگوریتم  جاسازيهاي روش
اجرا روي این سیستم قابل اجرا نبودند. ایـن آزمایشـات روي 

 32با پردازنده  6دسرور محاسبات ابري دانشگاه فردوسی مشه
  گیگابایت رم اجرا شد. 64اي و هسته

سـازي پیاده Jupyter-Labون و در محیط آزمایشات با زبان پایت
] و NetworkX ]29هاي مربوط به گراف از شدند. براي پردازش

هاي مربـوط بـه یـادگیري ماشـین و سازي الگوریتمبراي پیاده
فاده شد. بـراي است scikit-learnانتخاب و استخراج ویژگی از 

جی آموزشی، اعتبارسن تقسیم گراف به مجموعه ها،داده بارگزاري
و آزمایشی و در نهایت ارزیابی و مقایسه نتـایج از چـارچوب 

OGB 

 )ب( پیوست در چارجوب این توضیحات کردیم. استفاده 7
  ارایه شده است.

  هامجموعه داده. 5.2
شود که در استفاده می OGBداده  در این بخش از دو مجموعه

هاي علمی هستند. مجموعـه داده بینی پیوند و شبکهپیش زمینه
ogbl-collab هاهاي بین آنز نویسندگان و همکاريیک شبکه ا 

در ها و سال همکاري راسست. عنوان مقالات هر نویسنده در ا
داده در مجموعه داده موجود است. مجموعه  ها به عنوان فرایال

تشکل از ارجاعات است که م نیز یک شبکه ogbl-citation2داده 
هاي این شبکه سال راسها است. در مقالات و ارجاعات بین آن

انتشار مقاله و عنوان چکیده مقاله به عنوان ویژگی وجود دارد. 
اسـاس زمـان بـه دو مجموعـه  ا بـرههر دو این مجموعه داده

  شود.آموزشی و آزمایشی تقسیم می

 در علمی هايشبکه به مربوط هايدادهمجموعه مشخصات ):4( جدول
OGB 

  ogbl-collab  ogbl-citation2  
  بزرگ  متوسط  مقیاس

  2،927،963  235،868  هاراس #

  30،561،187  1،285،465  هایال #

  زمان  زمان  تقسیم بر اساس

  داده محتوایی
مقالات نویسنده، سال  عنوان

  همکاري
 عنوان و چکیده مقاله،

  سال انتشار
  Hits@50  MRR  معیار ارزیابی

                                                             
6 https://ferdowsi.cloud/ 
7 Open Graph Benchmark 
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  معیارهاي ارزیابی. 5.3
بینی پیوند معیارهاي ارزیـابی زیـادي وجـود دارد و براي پیش

بینی بندي براي پیشتوان از معیارهاي ارزیابی دستههمچنین می
پیوند استفاده کرد. ولی با توجه بـه ایـن کـه در آزمایشـات از 

شـود، در انتخـاب معیـار ارزیـابی استفاده می OGBچارچوب 
-ogblبـراي مجموعـه داده  OGBقدرت انتخاب وجود ندارد. 

collab  ــار ــراي  Hits@50از معی ــار  citation2-ogblو ب از معی
MRR 

  شوند.کند. در ادامه هر دو معیار شرح داده میمی استفاده 8
ایشـی پیوندهاي آزم دهد چه نسبتی ازنشان می Hits@kمعیار 

سازي اي از پیوندهاي منفی پس از مرتبمثبت در میان مجموعه
 kمعیار هر چقدر  ایندر  گیرد.پیوند اول قرار می kنزولی میان 

 شود. این معیار درتر میدد کوچکتري باشد معیار سختگیرانهع
داده مـورد  ݐنشان داده شده است. در ایـن معادلـه  )15رابطه (

رتبـه  (ݐ)݇݊ܽݎهـاي آزمایشـی و موعه دادهمج ௧ܵ௘௦௧آزمایش، 
چقـدر الگـوریتم  مثبت در مجموعه آزمایشی است. هـر پیوند
بینی پیوند بتواند امتیازي بالاتري به پیوند مثبت نسبت بـه پیش

ي بالاتري قرار پیوندهاي منفی انتصاب دهد، پیوند مثبت در رتبه
(براي اطلاعات بیشتر  یابدمی افزایش Hits معیار مقدار و گیردمی

  مراجعه فرمایید). )ب(به پیوست 

݇@ݏݐ݅ܪ )15( =
߳ݐ}| ௧ܵ௘௦௧|(ݐ)݇݊ܽݎ ≤ ݇}|

| ௧ܵ௘௦௧|
 

یک امتیاز نسبی است که میانگین  MRRمیانگین رتبه متقابل یا 
هایی را که در آن اولین سند مرتبط براي یا میانگین معکوس رتبه

در اصـل  شده است. این معیارارها بازیابی اي از جستمجموعه
بینـی پیش یابی اطلاعات و جستجو است ولی درمربوط به باز

اي یک پیوند مثبت در میان مجموعه پیوند به معناي میانگین رتبه
شود. نشان داده می) 16رابطه ( این معیار با است. منفی پیوندهاي

مجموعه پیوندهاي منفی به علاوه پیوند مثبت  ܳدر این معادله 
ر میان پیوندهاي به معناي رتبه پیوند مثبت د (ݐ)݇݊ܽݎمد نظر و 

بینی ولی است. هر چقدر مدل پیشسازي نزپس از مرتب منفی
کننده به پیوند مثبت امتیاز بیشتري نسبت بـه پیونـدهاي منفـی 

                                                             
8 Mean Reciprocal Rank 

  شود.تر میبیش MRRبدهد و رتبه بالاتري کسب کند مقدار 

ܴܴܯ )16( =
1

|ܳ|෍
1

(ݐ)݇݊ܽݎ

|ொ|

௧ୀଵ

 

  آزمایش اول: معیارهاي شباهت محلی. 5.4
 بـر هـاي مبتنـیاین بخش، یک آزمایش براي مقایسه روش در

و  در ایـن آزمـایش شباهت محلی گراف طراحی شده اسـت.
-ogblو  ogbl-collabآزمـایش  هاي بعـدي داده مـوردآزمایش

citation2 اساس معیارهاي  بر ترتیب به که بود خواهدHits@50 
بینی شوند. همچنین این آزمایش با یک پیشارزیابی می MRRو 

شـده کـه یـک عـدد  تکـرار random_lpنام  ه تصادفی باکنند
دهـد. معیـار انتصاب می راسبه هر جفت  1و  0تصادفی بین 
random_lp ببینـیم  اي این به آزمایش اضافه کـردیم کـهرا بر

ش تصـادفی چقـدر محلی نسبت به یک رو اي شباهتمعیاره
نیز  W2V_SIMهمچنین از شباهت محتوایی  کنند.بهتر عمل می

شـباهت  سـاختار شـبکه، صـرفا استفاده کـردیم کـه فـارغ از
  کند.را محاسبه می راسسازي دو کسینوسی بردار نهفته

مشخص است معیار آدامیک ) 10(و ) 9هاي (شکلطور در همان
در هر دو مجموعه داده و پس از آن تخصیص منبع  )AAآدار (

)RA(  .رسد این دو به نظر می بهترین نتایج را کسب کرده است
معیار به دلیل جریمه کردن درجه همسایگان مشترك توانسـتند 

جریمـه کـردن درجـه  ت به بقیه نتیجه بهتري کسب کننـد.نسب
اجتماعی هاي مانند شبکه کاربردهاي دیگر در مشترك مسایگانه
هاي علمی نیز این قاعـده بینیم در شبکهمی داشته وثیر مثبتی ات

و  مقـالاتی کـه ارجاعـات زیـادي دارنـد برقرار اسـت. یعنـی
نسبت به مقالات  دادند انجام زیادي هايهمکاري که نویسندگانی

هاي کم کم همکاري، همسایه کم ارجاع و نویسندگان با تعداد
) بدترین PAعیار اتصال ترجیحی (تري هستند. همچنین ماهمیت

اختلاف زیادي از نتایج را کسب کرده است ولی با این حال با 
تصادفی بهتر عمل کرده است. شباهت کسینوسی  بینی کنندهپیش

) بـدون در نظـر W2V_SIM( راسسازي شـده دو بردار نهفته
بینی کننده گرفتن ساختار گراف، در هر دو مجموعه داده از پیش

دهد محتواي موضوع نشان می این است. کرده عمل بهتر تصادفی
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ذار گثیرابینی پیوند تپیش در توانندمی یعلم شبکه هايراس متنی
همکـاري نویسـندگان بهتـر از  باشند. شباهت محتوا در شبکه

گیریم شبکه ارجاعات عمل کرده است، از این موضوع نتیجه می
گیرد در مقایسه با ارجاع همکاري که بین دو نویسنده شکل می

  مقالات، وابستگی بیشتر به موضوع و محتوا دارد.
در  .توان توجیه کرداحتمال می از استفاده با را تصادفی مدل نتایج

ogbl-collab و پیوند  100،000ساختگی  هاي منفیتعداد پیوند
بنـدي داده اول رتبه 50باید در بین  Hits@50مثبت واقعی در 

نتیجه به دست آمده از طریق احتمال ، )17رابطه ( بر اساس. شود
همچنـین در  .نـداردبا نتیجه حاصل از آزمایش تفاوت زیـادي 

ogbl-citation2 1000میان  در هدف پیوند رتبه معکوس میانگین 
بینـی شـود. نتیجـه پیشمحاسبه می MRRمنفی به عنوان  راس

آزمایش مطابقت دارد. با افزایش نتایج با  )18رابطه ( تصادفی در
ها و میانگین گرفتن از نتایج، عدد میانگین به عدد تعداد آزمایش

  شود.به دست آمده از طریق احتمال همگرا می

50௥௔௡ௗ@ݏݐ݅ܪ  )17( =  
50

100,000 = 0.0005 

௥௔௡ௗܴܴܯ  )18( =  
1

1000
෍

1
500

ଵ଴଴଴

௜ୀଵ

= 0.002 

  
 OGBL-COLLAB داده مجموعه در محلی شباهت معیارهاي از استفاده اساس بر HITS@50 مقادیر ):9( شکل

  
 OGBL-CITATION2 داده مجموعه در محلی شباهت معیارهاي از استفاده اساس بر MRR مقادیر ):10( شکل
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 OGBL-COLLAB داده در وزن بدون روش با مقایسه و دهیوزن پیشنهادي روش از استفاده اساس بر HITS@50 مقادیر ):11( شکل

  
  OGBL-CITATION2 داده در وزن بدون روش با مقایسه و دهیوزن ديپیشنها روش از استفاده اساس بر MRR مقادیر ):12( شکل

  دهی پیشنهاديآزمایش دوم: روش وزن. 5.5
 دهی پیشنهاد شـده درهاي وزنن آزمایش براي بررسی روشای

در ایـن آزمـایش  طراحی شده اسـت. )13( و )12هاي (رابطه
رجاعـات بـر اسـاس روش هاي همکاري نویسندگان و اشبکه

دار ا استفاده از معیارهاي شباهت وزنب و شدند داروزن پیشنهادي
گرفتنـد.  شرح داده شدند مورد پردازش قرار که در مفاهیم پایه

سپس نتایج هر معیار با نسخه بدون وزن (آزمایش اول) مقایسه 
هـاي هاي بعـدي فقـط دادهشود. در این آزمایش و آزمایشمی

 را هـاي اعتبارسـنجیشـوند و دادهآورده میآزمایشی در نتایج 
تر شـدن مقایسـه براي جلوگیري از نمودارهاي اضافی و آسان

براي این  ߚو  ߙکنیم. مقدار بهینه متغیرهاي نتایج گزارش نمی
آمده  )5جدول (آزمایش که با آزمون و خطا به دست آمدند در 

است. نتایج این آزمایش در مقایسـه بـا آزمـایش قبـل نیـز در 
  ه است.قابل مشاهد )12(و ) 11هاي (شکل

  ارجاعات و نویسندگان همکاري شبکه در Β و Α مقدار ):5( جدول
  مقدار  متغیر  شبکه

  ))12رابطه (( همکاري نویسندگان
  0.5  (تاثیر محتوا) ߙ
  0.5  (تاثیر زمان) ߚ

  ))13رابطه (( ارجاعات
  0.4  (تاثیر محتوا) ߙ
  0.6  (تاثیر زمان) ߚ
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 براي هر مجموعه داده تقریباهاي دهد تمام معیارنشان می نتایج
) CNکردند. البته معیار همسایه مشترك ( پیدا بهبود ثابتی میزان به

همسایه . است افزایش داشته %14در هر دو مجموعه داده حدود 
و  و آدامیـک آدار ماننـد ژاکـارد مشترك پایه معیارهـاي دیگـر

تـري یص منبع است منتها نسبت به آنها رفتار خیلی سادهتخص
هاي (تعـداد همسـایه احتمالا به همین دلیل رفتـار سـادهد. دار

تخصــیص منبــع کــه  ترك) در مقایســه بــا آدامیــک آدار ومشــ
کنند یا ژاکارد همسایگان مشترك را بر اساس درجه جریمه می

بـه عنـوان  ها راهاي مشترك به تمام همسایهکه نسبت همسایه
معیـار بـا  تـري دارد.کند عملکرد ضـعیفمحاسبه می شباهت

همسایه مشترك تفاوت خواهد  ارزش هر شده، پیشنهاد دهیوزن
ها را عنوان دار مجموع ارزش همسایهکرد. همسایه مشترك وزن

کند و به همین خاطر در مقایسه با همسایه شباهت محاسبه می
کند و توانسته نتایجی مشترك ساده بسیار هوشمندانه تر عمل می

 از اتصال ترجیحی) کسب کند. مشابه سایر معیارها (به غیر

دهد در شبکه همکاري نویسندگان نشان می) 5جدول (همچنین 
دازه است. ولی در شبکه ارجاعات تاثیر زمان و محتوا به یک ان

عبارت دیگر تمایـل ایجـاد  ا است؛ بهثیر زمان بیشتر از محتوات
هاي جدیدتر اسـت تـا راسپیوند در شبکه ارجاعات بیشتر با 

 با شباهت محتوایی بیشتر.هاي راس

گیري نمونه و SVMبینی پیوند با آزمایش سوم: پیش. 5.6
  منفی تصادفی

هاي پیشین مبتنی بر تک ویژگی این آزمایش براي بررسی روش
روش یادگیري ماشین  ن وزن) بادار و بدو(شباهت محلی وزن

هاي آموزشـی طراحی شده است. در این آزمایش، به تعداد یال
هایی با برچسب منفی به طـور تصـادفی ب مثبت، یالبا برچس

را بـراي ) 2جدول (هاي ذکر شده در انتخاب کردیم، و ویژگی
پیوند مثبت یا منفی را به  رتیب هرها محاسبه کردیم. به این تآن

بعدي تبدیل کردیم. با توجه بـه ایـن کـه مقـادیر 13یک بردار 
ار دارند و بدون متفاوتی قرهاي هاي محاسبه شده در بازهویژگی
هاي یادگیري ماشین شود برخی الگوریتمسازي باعث مینرمال

هایی با مقدار بزرگتر سوگیري کنند. به همـین به سمت ویژگی

 scikit-learn از بسـته StandardScalerبا تابع  خاطر مقادیر را
  نرمال کردیم.

 linearبا هسته  scikit-learnدر بسته  SVMدر این آزمایش از 
استفاده شده است. با توجه به به عنوان الگوریتم یادگیري ماشین 

سازي دو بر اساس مرتب هر Hits@kو  MRRکه معیارهاي این
بندي، دسـته مسـالهکنند و بر خـلاف حسب امتیاز عمل می بر

هاي آزمایشی بر حسب برچسب مثبت و منفی مطلق مورد داده
گیرد و احتمال وجود پیوند در ارزیابی استفاده ارزیابی قرار نمی

قرار دادیم که به جاي  trueرا برابر  probabilityشود، پارامتر می
یک برچسب، احتمال تعلق به آن برچسب (وجود یا عدم وجود 

  وان خروجی محاسبه کند.پیوند) را به عن
هاي منفی، ممکن انتخاب تصادفی داده به توجه با آزمایش این در

است نتیجه با هر بار اجرا تغییر کند، به همین دلیل این آزمایش 
هاي تصادفی متفاوت تکرار کردیم و نتـایج را را پنج بار با داده

 نشان دادیم.) 6جدول (در 

 تصادفی منفی گیرينمونه و SVM با پیوند بینیپیش نتایج ):6( جدول

  میانگین  5تکرار   4تکرار   3تکرار   2تکرار   1تکرار   

Hits@50 0.513 0.503 0.528 0.508 0.503 0.511 ± 
0.009 

MRR 0.490 0.506 0.493 0.509 0.503 0.500 ± 
0.007 

رسـد هر بـار تکـرار، بـه نظـر می با توجه به اختلاف نتایج در
و  ثیر داشته باشدابینی پیوند تدر کیفیت پیشموزشی هاي آداده

به دلیل تصادفی انتخاب شدن در هر تکرار، نتایج با تکرارهاي 
قبل تفاوت دارد. به طور کلی نتایج این آزمایش نسبت به بهترین 

دار آزمایش قبل بهبود خاصی نداشته. دلیل این وزنهاي شباهت
انتخـاب و  شـیهـاي آموزناکـافی بـودن داده اندتوموضوع می

همچنــین ممکــن اســت وجــود  هــا باشــد.تصــادفی ایــن داده
نیز یکـی از  ها همبستگی دارندبا سایر ویژگی هایی کهویژگی

هاي بعدي هاي نتیجه نامطلوب باشد. این موارد در آزمایشعلت
  بررسی خواهند شد.

  PCAآزمایش چهارم: استخراج ویژگی با . 5.7
ممکـن اسـت بـا ) 2جـدول (هاي از آنجایی که برخی ویژگی
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یگدیگر همبستگی داشته باشند، این آزمایش را طراحی کردیم 
ها را ابعاد داده PCAکه با استفاده از الگوریتم استخراج ویژگی 

 n_component=5کاهش دهیم در این آزمایش بهترین نتایج با 
ماننـد  قدار با آزمون و خطا بـه دسـت آمـد.حاصل شد، این م

هاي آموزشی، وجه به تصادفی انتخاب شدن دادهآموزش قبل با ت
به دلیل امکان اختلاف نتایج آزمایش را تکرار کردیم و نتایج هر 

  گزارش کردیم.) 7جدول ( تکرار را در

 SVM و PCA با پیوند بینیپیش نتایج ):7( جدول

SVM   میانگین  5تکرار   4تکرار   3تکرار   2تکرار   1تکرار  

Hits@50 0.540 0.536 0.531 0.545 0.537 0.538 ± 0.004 

MRR 0.525 0.528 0.529 0.526 0.526 0.527 ± 0.001 

 شود نتایج نسـبت بـهمشاهده می رفت،طور که انتظار میهمان
انجام شد بهبود  PCAبدون  یکسان و شرایط در که پیش آزمایش

باعث  PCAپیدا کرده و مانند بسیاري از مسائل یادگیري ماشین 
یر ثان شده. با توجه به ایـن تـافزایش دقت مدل یادگیري ماشی

استفاده  رگرسیون و بنديخوشه از که بعدي آزمایشات در مثبت،
استفاده  PCAهاي استخراج شده توسط خواهد شد، از ویژگی

 شود.می

  بنديگیري با خوشهآزمایش پنجم: نمونه. 5.8
گیري براي نمونه پیشنهاديروش  براي بررسی نتایج شآزمای این

بندي طراحی شده است. به دلیل تعداد اده از خوشهمنفی با استف
بندي معمولی زمان زیادي بـراي هاي خوشهزیاد داده الگوریتم

ایـن آزمـایش از الگـوریتم  اجرا نیاز دارند به همین خـاطر در
MiniBatchKMeans  باbatch_size=1024  .استفاده شده است

 PCAثبـت و منفــی پـس از اســتخراج ویژگـی بــا هـاي مداده
بندي شدند و الگوریتم یادگیري ماشین بر اساس مرکز هر خوشه

 k=100خوشه آموزش داده شد. براي این کار آزمایش را براي 
نشان دادیم. ) 13شکل (تکرار کردیم و نتایج را در  k=1000تا 

داده  500همچنین براي درك بهتر روش پیشـنهادي یـک بـار 
یـک بـار بــه  ogbl-collabثبـت و منفـی را از مجموعــه داده م

ب بنـدي انتخـای و بار دیگر با استفاده از خوشهصورت تصادف
  نشان دادیم.) 14شکل (بعدي در دو صورت به را هاداده و کردیم

 
 با منفی گیرينمونه با یوندپ بینیپیش نتایج ارزیابی ):13( شکل

  متفاوت هايخوشه تعداد ازاي به بنديخوشه

 
  آموزشی هايداده در بنديخوشه از استفاده و تصادفی گیرينمونه مقایسه ):14( شکل
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صورت  به آموزشی هايداده از بار یک چپ سمت )14( شکل در
بار همین  انتخاب کردیم، و یکداده مثبت و منفی  500تصادفی 

ها را در خوشه تقسیم کردیم و مراکز خوشـه 500ها را به داده
ت نشان دادیم. با وجود این کـه در هـر دو سـمت راسسمت 
هاي انتخابی داده مثبت و منفی انتخاب شده ولی داده 500شکل 

تر نسبت تر و متراکمنزدیکبه هم گیري تصادفی بسیار در نمونه
ها دهد بسیاري از دادهمیبندي هستند که نشان خوشه به روش

گیـري ند. هنگامی کـه الگـوریتم بـا نمونـهتکراري هست تقریبا
اري از حالات مثبت یا منفی که تصادفی آموزش داده شود بسی

هاي اصلی وجـود دارد آمـوزش داده نخواهـد شـد. در داده در
از هـر بندي حـالات بیشـتري گیري با خوشهمونهصورتی که ن

  دهد.برچسب مثبت یا منفی را پوشش می

  گیرينتیجه. 6
 همکـاري نویسـندگان و شـبکه هاي علمی مانند شـبکهشبکه

ها در آینده قابـل تکامل آن هایی هستند که نحوهکهارجاعات شب
تـوان بـراي یـافتن بینی این تکامـل، میبینی است. با پیشپیش

 آتی کمک گرفت.هاي متخصص و منابع مناسب براي پژوهش
بینی پیوند در یک چارچوب کلی براي مسائل پیش مقالهدر این 

هـاي ترکیب ویژگیاساس آن  پیشنهاد شد که هاي علمیشبکه

محتوایی و ساختاري در قالب یک بردار ویژگـی و اسـتفاده از 
 PCAاست؛ براي کاهش ابعاد از هاي یادگیري ماشین الگوریتم

هاي علمـی ها در شبکهم زیاد دادهبا توجه به حج استفاده شد.
هاي منفـی دنیاي واقعی و پراکنده بودن پیوندهاي شبکه، نمونه

که با روش پیشنهادي در هاي مثبت هستند بسیار بیشتر از نمونه
هاي منفی و انتخاب مراکز استفاده از خوشه بندي دادهاین مقاله، 

با ب شد که ه انتخانمایندبه عنوان هاي محدودي نمونه ،هاخوشه
   .یافتنتایج بار دیگر بهبود نیز این روش 

هاي علمی  با هاي یادگیري ماشین روي شبکهسازي روشپیاده
هاي آن مفید باشد. به عنوان مثال توجه به توجه به برخی ویژگی

هاي علمی به صورت تواند در گرافهاي تحقیقاتی که میحوزه
همچنین آزمایش بیشتر  گرفته شود. نظر در (یا جامعه) یرگرافز

و ساختار و شاید مشارکت  محتوا از اسبترينم ترکیب یافتن روي
تواند یکی از کارهاي آینده هاي علمی میهاي شبکهسایر ویژگی

  در این حوزه باشد.

  

کنند که هیچ تعارض منـافعی تعارض منافع: نویسندگان اعلام می
   ندارند.
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 node2vecپیوست الف: الگوریتم 

که در پردازش  word2vecبر پایه الگوریتم  node2vecالگوریتم 
شود ارائه کلمات به فضاي برداري استفاده می تبدیل متن براي

 در کلمـات معـادل هـاسار node2vec الگوریتم شده است. در

اي از دنبالـه word2vec الگـوریتم هستند. word2vec الگوریتم
پذیرد. با انجام تعداد را به عنوان ورودي می کلمات (جملات)

هاي طی شـده، ایـن ساتصادفی و ثبت دنباله رزدن ي قدمزیاد
  قسمت ب).، )1-الف(شکل شود (ها ساخته میسادنباله براي ر

در این الگوریتم نسخه خاصی از قدم زدن تصادفی به نام قـدم 
شود. در قدم زدن تصادفی استفاده می 9زدن تصادفی درجه دوم

هنگامی شود. یعنی درجه اول، تاریخچه قدم زدن نگهداري نمی
 اگیـرد، در مبـدانتقال صورت می اس مبداس به راکه از یک ر

ی در سی به حالت فعلی رسـیده ولـاداند از چه رالگوریتم نمی
سی کـه از آن بـه مبـدأ انتقـال اقدم زدن تصادفی درجه دوم، ر
  کند.صورت گرفته اهمیت پیدا می

س بـه ادوم، احتمال انتقال از یک ر درجهزدن تصادفی قدم در
نشـان ) 1-الـف( رابطه که در ߙهاي مجاور از طریق تابع سار

سی است که ار ݐگیرد. در این رابطه شده است صورت می داده
سی است کـه در زمـان فعلـی ار ݒانتقال از آن صورت گرفته، 
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هایی که هستند کـه امکـان سار ݔالگوریتم در آن قرار دارد و 
س ااحتمال بازگشت بـه روجود دارد.  ݒ ساها از رانتقال به آن

و احتمال انتقال به قسمتی از گراف که تا به حال دیده  ݌قبلی 
و  ݐترین فاصله بین کوتاه ௧௫݀باشد. همچنین می ݍنشده است 

  است.  ݔ

,ݐ)௣௤ߙ  )1-الف( (ݔ =

⎩
⎪
⎨

⎪
⎧

1
݌   ݂݅ ݀௧௫ = 0

1 ݂݅ ݀௧௫ = 1
1
ݍ  ݂݅ ݀௧௫ = 2

,݌)  ݍ < 1) 

توان سرعت کاوش در گراف را تنظیم کرد. به می ݍ و ݌با تغییر 
زدن تصادفی به سـمت پیمـایش قدم ݍعبارت دیگر، با کاهش 

الگوریتم به سمت   ݌شود و با کاهش متمایل می گراف 10عمقی
 شود.گراف متمایل می 11سطحیپیمایش 

زدن هاي ساخته شده توسـط قـدمدر ادامه هر یک از این دنباله
داده می skip-gramي به شبکه عصبی تصادفی به عنوان ورود

یک شبکه عصبی با یک لایه پنهان است.  skip-gramشود. مدل 
س اشود کـه احتمـال وجـود یـک راین مدل آموزش داده می

س دیگر در دنباله محاسـبه ادر صورت وجود یک ر را (کلمه)
س ایک نهفته سازي براي هر ر skip-gramخروجی مدل  کند.
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 قسمت ج و د).، )1-الف(شکل است (

  OGBپیوست ب: چارچوب 
OGB و  شاتیانجام آزما يمتن باز برا يافزارچارچوب نرم کی

 نیـمسائل مربوط به پردازش گراف است. ا يبرا جینتا یابیارز
و توسط دانشگاه استنفورد توسعه داده  تونیچارچوب با زبان پا

ها داده چارچوب ارائه مجموعه نیا ی]. به طور کل27است[شده
پژوهشـگران  يبـرا تانداردقالب اسـ کیرا در  جینتا یابیو ارز

ثبت شده که موفق به ثبت  جینتا نیبهتر تی. در نهاکندیفراهم م
 OGB تیدر سـا  جینتـا نیمقاله شده باشند در جـدول برتـر

پژوهش در چـارچوب  کی. مراحل انجام شودیداده م شینما
OGB مجموعه  کینشان داده شده است. ابتدا  )1-ب( در شکل

 نیا OGB. سپس شودیم نتخابپژوهش مورد نظر ا يداده برا
 یشیو آزما یاعتبارسنج ،یرا به سه قسمت آموزش مجموعه داده

 تمیالگـور کیـ. سپس با اسـتفاده از کندیم يو بارگزار میتقس
 تیو در نها شوندیپردازش م یشیو آزما یاعتبارسنج يهاداده

مختص بـه مجموعـه داده انتخـاب شـده  ابیتوسط ارز جینتا
 ازاتیـامت يو در صورت انتشار مقاله در تابلو شودیم یابیارز

  .شودیدرج م
فـراهم  ابیداده و ارز ها مجموعهآن يبرا OGBکه در  یمسائل

گـراف  لیـس ، تکمار يبنددسـته وند،یپ ینیبشیشده اعم از پ
 ییهانهیها در زمداده مجموعه نیا هستند. گریدانش  و مسائل د

دانش  يهاو شبکه یکیولوژیب يهاگراف ،یعلم يهامانند شبکه
مـرتبط بـا  يهادادهبخـش فقـط بـه مجموعـه نیـهستند. در ا

  .میپردازیم وندیپ ینیبشیله پاو مس یعلم يهاشبکه
 کنـدیبه پژوهشگران کمک مـ ییهاچارچوب نیاز چن استفاده

 سهیمقا نیشیپ يهاتمیالگور ریخود را با سا يهاپژوهش جینتا
 نیـبـر ا یمبتنـ جینتـا یابیو ارز شاتیمقاله آزما نیکنند. در ا

بـه عنـوان نمونـه تـابلوي نمـایش و  .شودیچارچوب انجام م
با  Hits@50اساس معیار مقالات، بر بندي ارزیابی تعدادي ازرتبه

  است. شده داده نشان )2-ب( شکل در ogbl-collab داده مجموعه

 
  NODE2VEC الگوریتم :)1-الف( شکل

 
  OGB در گراف لهامس یک انجام مراحل )1-ب( شکل

هاي دادهمجموعه
 گراف

بارگذاري و 
 هاتقسیم داده

الگوریتم حل 
 مساله

 تابلوي امتیازات ارزیاب
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