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مختلف، دانش نهفته در  يرهاغیمت نیکشف ارتباط ب قیاز طر تواندیم یهوش مصنوع يهاامروزه، روش
 هـايسـتمیس تواندیدانش م نی. ادنمای استخراج را آموزاندانش یتیو ترب یآموزش يهامجموعه داده

 یلیتحصـ ددر جهت بهبـود عملکـر يترشرفتهیپ هايبهتر و داشتن طرح يرگیمیرا در تصم یآموزش
 روشی از استفاده و آموزاندانش یلیتحص شرفتیبر پ رگذاریعوامل تاث ییآموزان کمک کند. شناسادانش

کند، هـدف پـژوهش  ینبیشپی را آموزاندانش یلیتحص شرفتیبتواند پ یدرصد درست نیشتریکه با ب
و  میدرخت تصم ه،یهمسا نیترکینزد-K ان،یبردار پشت نیماش يهاپژوهش روش نیحاضر است. در ا

 هامدل یابیاعتبار تیکار گرفته شده است. در نهاب یلیتحص شرفتیپ ینبیشیبه منظور پ یجنگل تصادف
 یبیترک اریو مع يبندطبقه يخطا زانیم ،يریپذصیتشخ ت،یدقت، صحت، حساس يارهامعی از استفاده با

 هنسبت بـ بانیبردار پشت نیماش مدلکه  دهدیپژوهش نشان م هايافتهیقرار گرفته است.  یمورد بررس
  .است داشته آموزاندانش یلیتحص شرفتیعملکرد را در سنجش پ نبهتری هامدل ریسا

  

  CC-BYنویسندگان. مقاله با دسترسی آزاد تحت مجوز  1402 ©

  . مقدمه1
ن یکی از اهداف مهم نظام آموزش آموزاپیشرفت تحصیلی دانش

پژوهشـگران ایـن هاي اخیر توجه پرورش است که در سالو 
هاي آموزش امروزه در سیستم. جلب کرده است خود به را حوزه

متناقض وجود هاي مختلف و گاه به ظاهر دادهحجم عظیمی از 
توان از آنها اطلاعات مفیـدي در ارتقـاي عملکـرد دارد که می

  . ]2[، ]1[ آموزان استخراج کردتحصیلی دانش

                                                             
 پژوهشیاله: نوع مق 

  نویسنده مسئول *
  )رتیسکین( niksirat@birjandut.ac.irالکترونیک:  )هاي(پست

javadtayyebi@birjandut.ac.ir )یبیط(  
izadkhah@birjandut.ac.ir )زدخواهیا( 

علاوه بر این، افزایش سرعت کامپیوترها و پیشرفت علم هوش 
مصنوعی، کاربرد این حوزه را در علوم مختلف از جمله آموزش 

هـاي کـاربرد روش. با این وجـود، ]3[ بسیار وسیع کرده است
آموزان بینی پیشرفت تحصیلی دانشهوش مصنوعی جهت پیش

در داخل کشور محدود بوده است. از طرف دیگر، طیف زیادي 
بینی ایـن از عوامل تاثیرگذار بر پیشرفت یا افت تحصیلی، پیش

  . ]5[، ]4[ مقوله را به امري پیچیده تبدیل کرده است
تغییـر  پـی درمسـئولین امـر  آموزش، بالاي اهمیت به توجه با

 از یکـیهسـتند.  آموزشی هايبرنامه ساختار اصلاح ومناسب 
تخمـین  ،مدارس امور آموزش مدیریت بهبود در جدياهداف 
با هدف  تحصیلی سال پایان در آموزاندانش تحصیلی عملکرد
انـد. شـده تحصیلی افت دچار است که آموزانیدانش شناسایی
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آموزان بهبود وضعیت تحصیلی این دانشارائه راهکارهایی براي 
هـوش  هـايتکنیـکهاي اخیر اسـت. از اهداف پژوهش است

 - ]6[نمایند ارائه  مساله این براي علمی سخپا ندتوانمی 1مصنوعی
 مـدیران توانـدحاصل از این پژوهش می نتایج از . استفاده]8[

 کردنبهینـه و آموزشـی اصلاح فرآیندهاي جهت در را مدارس
 لازم هوشمند هايمشاوره، هامدل این طرفی . ازآنها هدایت کند

نمایند. میارائه  آموزانافت تحصیلی دانش از پیشگیري براي را
 در پیشرفتفراوانی  عوامل فاکتورها و شد بیان در که طورهمان

استخراج فاکتورهاي  منظور به. استموثر  آموزاندانش تحصیلی
 پژوهش این در آموزاندانش تحصیلیپیشرفت  بینیپیشموثر و 

  است.  شده هاي هوش مصنوعی استفادهروش از
 آموزانپیشرفت تحصیلی دانش بر مؤثر عوامل تمام تحقیق این
هـاي هـوش روش کاربرد با آنها بر اساس و استخراج کرده را

 عملکـرد ومناسـب  دقـت کـه کنـدمـی ایجاد مصنوعی مدلی
. دارد آموزاندانش پیشرفت تحصیلی بینیدر پیش ايبهبودیافته

نزدیکترین -Kماشین بردار پشتیبان،  هايروش از پژوهش این در
استفاده شده اسـت.  درخت تصمیم و همسایه، جنگل تصادفی
ها با استفاده از معیارهاي مختلف انجام همچنین اعتباریابی مدل

  شده است و عملکرد آنها با یکدیگر مقایسه شده است. 
ساختار مقاله به شرح زیر تنظیم شده است. در بخش بعد ادبیات 
موضوع پژوهش مرور شده است. روش پژوهش در بخش سوم 

بخش چهارم، روش ارائـه شـده و مقاله ارائه گردیده است. در 
بینی پیشرفت تحصیلی در هاي هوش مصنوعی جهت پیشروش
ار آموزان مقطع متوسطه اول استان خراسـان جنـوبی بکـدانش

هاي هوش مصنوعی با ته شده است و نتایج حاصل از روشگرف
بندي مقاله ارائه شـده یکدیگر مقایسه شده است. در انتها جمع

هاي آتی در این زمینه ارائـه است و پیشنهاداتی جهت پژوهش
 گردیده است. 

 بررسی ادبیات موضوع پژوهش . 2

پرسنلی و ، بازرگانی، آموزشی، آماري در هر سازمان براي امور
هدف  و یا ایجاد شده است. خریداري اخیرا هاییداده پایگاه غیره

                                                             
1 Artificial intelligence 

ریزان و غیره مهبرنا، مدیران، محققانهدایت ها این پایگاه دادهاز 
 تهیهو راهبردي، توصیف وضعیت جاري  هايتصمیم اتخاذ براي

  .]9[ باشدمیهاي مختلف گزارش
 و مـدیریت اسـتخراجهدف پژوهشی با در  2زویلینگناتک و 

 اسـت کـهذکر کرده موسسات آموزش عالی  هاي آموزشیداده
 که دانشجویان آنهـا موفـقبررسی کنند تمایل دارند ها دانشگاه
هوش ابزارهاي تخمین بزنند.  را آنها موفقیت میزان و بود خواهند

 تحلیـل تجزیه و روش جدید به منظور به عنوان یکمصنوعی 
یان یک موفقیت دانشجودرصد  گیرد.می قرار استفاده مورد هاهداد

 . ]10[ بسیار ارزشمند استآن موسسه و  اعتبار بیانگرموسسه 

- هاي دادهروشپژوهشی با هدف کاربرد  ان درشهیري و همکار

دانشجویان در کشـور مـالزي بیـان بینی عملکرد پیش در کاوي
 تحصیلی  عملکردمنظور سنجش راهکارهاي متفاوتی به کند می

 موثرترینیکی از  آموزشی کاويکه داده دانشجویان وجود دارد
هاي ارزیابی عملکرد دانشجویان است که روش ترینمحبوبو 

ریزي برنامه یک ارائه هدف با و دانشجویان عملکرد بینیپیش براي
 آموزشـی وسسـاتو م هابه مسئولین دانشگاههدفمند آموزشی 

دانشجویان خـود نظـارت داشـته عملکرد  نماید تا برمی کمک
 . ]11[ هاي یادگیري آنها را بهبود بخشندباشند و فعالیت

زود هنگام خطر با هدف شناسایی اي و همکاران در مقاله 3برنز
با استفاده  از افت تحصیلی و پیشگیري بینیپیش و دانشجویان در
کـه انـد تاکیـد کرده، هايتکنیکسیستم آموزشی و  هايداده از

براي پیشرفت تحصیلی دانشجویان و جلوگیري از افت یا ترك 
مناسب داشت که هم مقرون به خلاقیت تحصیل آنها باید یک 

را صرفه باشد و هم به سرعت دانشـجویان در معـرض خطـر 
استخراج کند و براي بهبود عملکرد تحصیلی آنها برنامـه ارائـه 

ی کردند که طراح سریع . برنز و همکاران سیستم تشخیصنماید
روزرسانی عات صورت مرتب در پایان هر ترم تحصیلی بهلااط

. تواند مفید باشدطع تحصیلی دانشجو میامقتمام  شود و درمی
در راستاي آموزشی همه مراکز تغییر کوچک در  یک با برنامه این

 .]12[ آن مجموعه قابل اجرا استنیازهاي 

                                                             
2 Natek and Zwilling 
3 Berens 
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در پیشرفت تاثیرگذار شناسایی عوامل هدف با  ايمقاله در 1للاه
بیان دانشگاه ایتالیا  تحصیلی دانشجویان در مقطع کارشناس ارشد

اقتصـادي یا و یل اجتماعی لاکه دانشجویانی که بنا به د کندمی
و همچنین افت تحصیلی دارند قانونی هستند به احتمال زیاد غیر

وارد شده دانشگاه به بورسیه و یا دانشجویانی که با شرایط ویژه 
میزان حضور  کنند.تجربه می به طور معمولرا  افت تحصیلید ان

ر گفتگو لادانشجویانی که دسترسی کمتري به منابع درسی و تا
دانشجویانی شاغل  همچنین است. حضور بیشتر دانشگاه در دارند

در باشـند مـیوقت مشغول فعالیـت صورت پاره و یا به هستند
ناسایی عوامل موثر بر هاي دانشگاه کمتر حضور دارند. شیتفعال

وظیفـه اساسـی و پیشرفت تحصیلی دانشجویان به عنوان یک 
شرکت بر عواملی چون جامعه و که است  همراه با چالش زیاد
 . ]13[باشد موثر میهاي مختلف دانشجویان در دوره

فاکتورهاي موثر  اي تحت عنوانهمکاران در مقاله و 2عمرانآل 
اسـتخراج براي که  نویسدمی بر عملکرد دانشجویان دبیرستانی

با استفاده از بینی آن و پیشعملکرد دانشجویان  موثر بر عوامل
بـه راحتـی  .وجود داردشکاف تحقیقاتی کاوي دادههاي روش
بینی عملکرد دانشجویان در براي پیشتوان بهترین روش را نمی

پیشـرفت  شناسایی عوامـل مـوثر دربر این، . علاوه تعیین کرد
تحصیلی مورد غفلت قرار گرفته است و باید تحقیقات بیشتري 

 . ]15[ انجام شود

تحقیقـات اخیـر در زمینـه کـاربرد هـوش همچنین تعدادي از 
گردآوري  )1( جدول در تحصیلی پیشرفت بینیپیش در نوعیمص

ها) زیر در هاي (ستونو خلاصه شده است. در این جدول مولفه
  نظر گرفته شده است. 

 دانش يهامجموعه داده ،آموزان: هر مرجعسطح دانش-

 کی کند.یم لیو تحل هیسطح خاص را تجز کیآموزان 
و  رسـتانیمدرسه، دب شامل  از سطوح عیوس يبندطبقه

اطلاعات  نیدانستن ا است. در نظر گرفته شدهدانشگاه 
ي مورد مطالعه هامجموعه داده رایباشد ز دیتواند مفیم

اسـت کـه  یاز عوامل پنهان یآموزان حاکاز رفتار دانش

                                                             
1  Helal 
2 Emran 

متفاوت باشد. اکثـر  یلیتواند با توجه به سطح تحصیم
سـپس مربوط به سـطح دانشـگاه و مورد مطالعه موارد 

 است. رستانیدب

  تحصیلی، افت تحصیلی،  عملکردشامل اهداف: اهداف
 .داشتن و استفاده بهینه از منابع است

 يابزارها و هاروش ها،تمیالگور شامل هاکیتکن ها:کیتکن 
 اهداف فـوق ینیبشیپ يها را براکه دادهاست  یمختلف
 کنند.یم لیو تحل هیتجز

 يهاو روش یاصل يهاتمیالگورها: و روش هاتمیالگور 
 لیمورد استفاده در هر مورد در جدول به تفص یمحاسبات

جدول نشان  نیکه در ا يگرید يهاتمیآمده است. الگور
  اعمال شوند.  توانندیم زیاند نداده نشده

ها، روشدر مورد  توجهیقابل آمار یکیبه صورت گراف) 1شکل(
نظـر گرفتـه شـده در  در يهاتمیو الگورسطح مطالعه اهداف، 

بـه ) 1(نمودارها از جدول  نیدهد. ایرا نشان م اتیادب یبررس
  اند.ساخته شده اتیمرور ادب ریثامنظور درك بهتر ت

  

  

  
  تحقیق مساله موجود ادبیات سازيخلاصه ):1( شکل

82

13 5 سطح مطالعه 

دانشگاه دبیرستان  مدرسه 

20

70

5 5 اهداف مطالعه 

افت تحصیلی  عملکرد تحصیلی 
سطح دانش  استفاده بهینه از فعالیت ها و منابع 

53
29

13
5 تکنیک مورد استفاده 

یادگیري با ناظر  سیستم تصمیم یار 
شبکه عصبی مصنوعی  یادگیري بدون ناظر 
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 تحقیق لهمسا موجود ادبیات بررسی ):1( جدول

  مرجع
سطح 
  مطالعه

  الگوریتم و روش حل  تکنیک  هدف

  یادگیري با ناظر  عملکرد تحصیلی  دانشگاه ]16[
برداري پیش نمونه ، 3، بیز ساده2، رگرسیون لجستیک1درخت تصمیم

 )4SMOTE( اقلیت ترکیبی

  ، بیز ساده، جنگل تصادفی5نزدیکترین همسایه- K  یادگیري با ناظر  عملکرد تحصیلی  دبیرستان  ]17[

 درخت تصمیم  یادگیري با ناظر  افت تحصیلی  دانشگاه  ]18[

 6RBNشبکه هاي بیزي، درخت تصمیم، بیز ساده، شبکه هاي   یادگیري با ناظر  افت تحصیلی  دانشگاه  ]19[

  یادگیري با ناظر  افت تحصیلی  دانشگاه  ]20[
، ماشین بردار 7شبکه عصبی مصنوعی، درخت تصمیم، رگرسیون خطی

  8پشتیبان

  یادگیري با ناظر  افت تحصیلی  دانشگاه  ]21[
، 9RBNنزدیکترین همسایه، شبکه هاي -Kالگوریتم ترکیبی دسته بندي، 

  ماشین بردار پشتیبان

  ، شبکه هاي بیزي، درخت تصمیم،10شبکه عصبی مصنوعی  یادگیري با ناظر  تحصیلیافت   دانشگاه  ]22[

  شبکه عصبی مصنوعی، درخت تصمیم، رگرسیون لجستیک، بیز ساده  یادگیري با ناظر  عملکرد تحصیلی  دانشگاه  ]23[

  یادگیري با ناظر  افت تحصیلی  دانشگاه  ]24[
جنگل  ، درخت تصمیم، رگرسیون لجستیک، بیز ساده،11آدابوست

  12تصادفی، تحلیل بقا

  یادگیري با ناظر  افت تحصیلی  دانشگاه  ]25[
نزدیکترین همسایه، مدل هاي خطی، - Kیادگیري عمیق، درخت تصمیم، 

  بیز ساده

  ماشین بردار پشتیبان  یادگیري با ناظر  افت تحصیلی  دانشگاه  ]26[

  13درخت تصمیم، جستجوي مستقیم ترتیبیشبکه عصبی مصنوعی،   یادگیري با ناظر  افت تحصیلی  دبیرستان  ]27[

  جنگل تصادفی  یادگیري با ناظر  افت تحصیلی  مدرسه  ]28[

  یادگیري با ناظر  عملکرد تحصیلی  دانشگاه  ]29[
شبکه عصبی مصنوعی، رگرسیون لجستیک، درخت تصمیم، بیز ساده، 

  ماشین بردار پشتیبان

  یادگیري با ناظر  عملکرد تحصیلی  دانشگاه  ]30[
، ماشین RBNپرسپترون چندلایه، رگرسیون خطی چندگانه، شبکه هاي 

  بردار پشتیبان
 

                                                             
1 Decision Tree 
2 Logistic regression 
3 Naïve Bayes 
4 Synthetic  Minority Over-Sampling 
5 K-nearest neighbor 
6 Radial  Basis Networks 
7 Linear regression 
8 Support vector machine 
9 Radial  Basis Networks 
10 Artificial neural network 
11 AdaBoost 
12 Survival Analysis 
13 Sequential  Forward  Selection 
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 تحقیق لهمسا موجود ادبیات بررسی ):1( جدول ادامه

  مرجع
سطح 
  مطالعه

  الگوریتم و روش حل  تکنیک  هدف

  1شبکه هاي باور بیزي  یادگیري با ناظر  عملکرد تحصیلی  دانشگاه  ]31[

  یادگیري با ناظر  تحصیلیعملکرد   دانشگاه  ]32[
رگرسیون لجستیک، ماشین بردار  )،2LDAتخصیص پنهان دریکله (

  پشتیبان

  پیش نمونه برداري اقلیت ترکیبی  یادگیري با ناظر  عملکرد تحصیلی  دانشگاه  ]33[

  جنگل تصادفی، ماشین بردار پشتیبان  یادگیري با ناظر  عملکرد تحصیلی  دبیرستان  ]34[

  ، مدل هاي خطی، جنگل تصادفی3درخت گرادیان تقویت شده  یادگیري با ناظر  عملکرد تحصیلی  دانشگاه  ]35[

  درخت تصمیم  یادگیري با ناظر  عملکرد تحصیلی  دانشگاه  ]36[

  فرآیند تصمیم مارکو  یادگیري با ناظر  عملکرد تحصیلی  دبیرستان  ]37[

  یادگیري با ناظر  عملکرد تحصیلی  دبیرستان  ]38[
محور، پرسپترون چندلایه، شبکه هاي - یادگیري ماشین ژاکوبین ماتریس

RBNماشین بردار پشتیبان ،  

  آدابوست، شبکه عصبی مصنوعی، درخت تصمیم، جنگل تصادفی  یادگیري با ناظر  عملکرد تحصیلی  مدرسه  ]39[

  پشتیبان آدابوست، درخت تصمیم، ماشین بردار  یادگیري با ناظر  عملکرد تحصیلی  دانشگاه  ]40[

  یادگیري با ناظر  عملکرد تحصیلی  دانشگاه  ]41[
نزدیکترین همسایه، رگرسیون لجستیک، ماشین بردار -Kبیز ساده، 

  پشتیبان

  یادگیري با ناظر  عملکرد تحصیلی  دانشگاه  ]42[
، بیز ساده، جنگل  4ماشین یادگیري حداکثرشبکه عصبی مصنوعی، 

  تصادفی، ماشین بردار پشتیبان

  جنگل تصادفی، ماشین بردار پشتیبان  یادگیري با ناظر  عملکرد تحصیلی  دانشگاه  ]43[

  شبکه عصبی مصنوعی  یادگیري با ناظر  عملکرد تحصیلی  دانشگاه  ]44[

  ماشین بردار پشتیبان  یادگیري با ناظر  عملکرد تحصیلی  دانشگاه  ]45[

  دریکله،  ماشین بردار پشتیبانتخصیص پنهان   یادگیري با ناظر  عملکرد تحصیلی  دانشگاه  ]46[

  شبکه عصبی مصنوعی، پرسپترون چندلایه، بیز ساده  یادگیري بدون ناظر  عملکرد تحصیلی  دبیرستان  ]47[

  یادگیري با ناظر،  یادگیري بدون ناظر  یادگیري بدون ناظر  عملکرد تحصیلی  دانشگاه  ]48[

  لجستیک، رگرسیون  یادگیري بدون ناظر  عملکرد تحصیلی  دانشگاه  ]49[

]44[ ،]47[ ،
]50[ ،]54[  

  5فیلترینگ مشارکتی  سیستم تصمیم یار  عملکرد تحصیلی  دانشگاه

  
                                                             
1 Bayesian  Belief Network 
2 Latent Dirichlet Allocation 
3 Gradient Boosted Tree 
4 Extreme  Learning  Machine 
5 Collaborative filtering  
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 تحقیق لهمسا موجود ادبیات بررسی ):1( جدول ادامه

  مرجع
سطح 
  مطالعه

  الگوریتم و روش حل  تکنیک  هدف

  پشتیبان، ماشین بردار فیلترینگ مشارکتی  سیستم تصمیم یار  عملکرد تحصیلی  دانشگاه  ]51[

  دانشگاه  ]53[
استفاده بهینه از 
  فعالیت ها و منابع

  ، سیستم تصمیم یارفیلترینگ مشارکتی  سیستم تصمیم یار

  فیلترینگ مشارکتی، 1جستجوي دانش بیزي  سیستم تصمیم یار  عملکرد تحصیلی  دانشگاه  ]56[

  تجزیه ماتریس  سیستم تصمیم یار  عملکرد تحصیلی  دانشگاه  ]57[

  2سیستم پیش بینی نمره  سیستم تصمیم یار  عملکرد تحصیلی  دانشگاه  ]58[

  فیلترینگ مشارکتی  سیستم تصمیم یار  عملکرد تحصیلی  دانشگاه  ]59[

  4تجزیه مقادیر منفرد، تجزیه ماتریس، 3الگوریتم بیشینه سازي امید  سیستم تصمیم یار  عملکرد تحصیلی  دانشگاه  ]60[

  تجزیه ماتریس  سیستم تصمیم یار  عملکرد تحصیلی  دانشگاه  ]60[

  دانشگاه  ]61[
استفاده بهینه از 
  فعالیت ها و منابع

  فیلترینگ مشارکتی  سیستم تصمیم یار

  ،فیلترینگ مشارکتی  سیستم تصمیم یار  عملکرد تحصیلی  دانشگاه  ]62[

  تجزیه مقادیر منفرد، فیلترینگ مشارکتی  شبکه عصبی مصنوعی  افت تحصیلی  دانشگاه  ]63[

  شبکه عصبی مصنوعی  عملکرد تحصیلی  دانشگاه  ]64[
فیلترینگ ، 6، الگوریتم شیب اول دوقطبی 5تجزیه ماتریس جهت دار

  نزدیکترین همسایه، تجزیه ماتریس، الگوریتم شیب یک- K، مشارکتی

  تجزیه ماتریس  شبکه عصبی مصنوعی  عملکرد تحصیلی  دانشگاه  ]65[

]59[ ،]60[ ،
]61[ ،]63[ ،
]60[ ،]66[  

  شبکه عصبی مصنوعی  شبکه عصبی مصنوعی  عملکرد تحصیلی  دانشگاه

  شبکه عصبی مصنوعی، رگرسیون لجستیک  شبکه عصبی مصنوعی  عملکرد تحصیلی  دانشگاه  ]70[

  ماشین یادگیري حداکثرشبکه عصبی مصنوعی،   شبکه عصبی مصنوعی  عملکرد تحصیلی  مدرسه  ]73[

]66[ ،]68[ ،
]74[  

  داده کاوي  کاويداده   سطح دانش  دانشگاه

  درخت تصمیم، درخت گرادیان تقویت شده  یادگیري با ناظر  سطح دانش  مدرسه  ]76[

  داده کاوي  داده کاوي  افت تحصیلی  دانشگاه  ]78[، ]70[
  

                                                             
1 Bayesian Knowledge Tracing 
2 Grade  Prediction Advisor 
3 Expectation-Maximization 
4 Singular  Value  Decomposition 
5 Biased-Matrix Factorization 
6 Bipolar Slope One 
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هاي روش بر تمرکز با یقبل مطالعات که یزمان ،مهم نکات از یکی
است که به نظر  نیا شود،یم یابیارزسنجش پیشرفت تحصیلی 

ها داده لیو تحل هیتجز تردهیچیپ يهاکیعلم داده و تکن رسدیم
علاقـه  رغمیاند. علهنوز به طور کامل مورد استفاده قرار نگرفته

بـر اسـاس  آن، انکار رقابلیغ تیو اهمموضوع  نیبه ا ندهیآفز
محققان اساسا از  دستاوردهاي محقق از بررسی ادبیات موجود،

سـنجش پیشـرفت  يبـرا یسـنت يهااز روش ياگسترده فیط
پیشرفت تحصیلی در مورد  قاتیاند. تحقاستفاده کردهتحصیلی 

عنـوان مثـال،  بوده است (بـه یبر نظرسنج یمبتن یطور سنت به
دوره  کیـ يآنهـا بـرا يریگیگروه دانش آموز و پ کی یبررس

 یبر نظرسنج یالعات مبتنمط. آنها) تیموفق نییتع يمشخص برا
هـا و نـهیزم ریسـا يآنها بـرا پذیريمیتعمقابلیت عدم  لیبه دل

 اندبزرگ مورد انتقاد قرار گرفته اسیدر مق اجرا نهیو هز يدشوار
 بـر یمبتنـ یسـنت قاتیتحق يبرا نیگزیجا کردیرو کی. ]80[

 یعیبر داده است که از حجم وس یمبتن ياستراتژ کی ،ینظرسنج
 موجود یداده سازمان يهاگاهیدر پا معمولبه طور ها که از داده

 يبـرا نیماشـ يریادگیـ يهاکیو از تکن کندیاست، استفاده م
  که مطالعه حاضر يزیچ کند،یها استفاده ماز داده نشیب استخراج

 يکردهایرو يموجود برتر اتی. اگرچه ادبدنبال نمایدقصد دارد 
 یمبتن يهاروشبر را  یمصنوع هوش يهاکیتکن و داده بر یمبتن

 نهیدر زم یاستفاده از هوش مصنوع ،دهدینشان م یبر نظرسنج
  است.  هیآموزش هنوز در مراحل اول

  روش پژوهش . 3
تحصیلی  پیشرفت سنجش مدل اعتباریابی و طراحی به تحقیق این

مکانی این  لمروقپردازد. هاي هوش مصنوعی میبر پایه روش
  . باشدمیجنوبی  خراسان استان اول متوسطه مقطع رسمدا تحقیق

حصـیلی از ثر بر پیشرفت تمحقق به منظور استخراج عوامل مو
ه بهر 1کیودامکس  افزارنرماستفاده از با  سیستماتیک تحلیل روش

یک از عوامل استخراج شده برده است. جهت تعیین ارتباط هر 
ل تحلیــتحصـیلی، بــر اسـاس نتــایج حاصـل از بـر پیشــرفت 
نامه محقــق ســاخته طراحــی شــد. ایــن پرســش سیسـتماتیک،

                                                             
1 Maxqda 

مولفه شامل: عوامل فردي (سوالات؛  4سوال و  39نامه با پرسش
)، محیط و متغیرهاي برون 27تا  16الات؛ خانواده (سو )،15 تا 1

اي و سیستم )،  عوامل درون مدرسه30تا  28الات؛ (سو فردي
گـذاري نمـره) اسـت. 39تـا  31(سـوالات؛  وپرورشآموزش
؛  5اي (خیلی زیـاد=درجه 5نامه بر اساس طیف لیکرت پرسش

باشـد. پایـایی و روایـی پرسشـنامه توسـط می) 1خیلـی کـم=
  هاي آماري بررسی و اثبات شده است. آزمون

آموزان مقطع متوسـطه اول اسـتان جامعه آماري پژوهش دانش
ان که بر اساس آمار دریافت شده از سازمخراسان جنوبی است 

حجـم نمونـه باشـد. نفـر می 41452پرورش برابـر  آموزش و
باشد. به منظـور نفر می 384پژوهش بر اساس جدول مورگان 

هاي هوش مصنوعی در این پژوهش، سه ارزیابی دقیق تر مدل
  نمونه تصادفی استخراج و تجزیه و تحلیل شده است. 

هاي به منظور طراحی مدل سنجش پیشرفت تحصیلی، از روش
مصنوعی شامل، ماشین بردار پشتیبان، درخـت تصـمیم،  هوش

استفاده شده اسـت.  همسایه تریننزدیک-Kجنگل تصادفی و 
سازي شده است. یادهپ 2افزار رپیدماینراز نرم استفاده با هامدل این

، AUCهـاي دقـت، جهت اعتباریابی مدل از شاخصهمچنین 
 خطـايپـذیري و حساسیت، تشـخیصیبی، ترک یارمعصحت، 

 .]86[ بندي استفاده شده استطبقه

  ها نتایج و یافته. 4
ماننـد سـن شناختی نمونه یتجمعاطلاعات در این بخش ابتدا 

شوند و در ادامه میتحصیلی مورد علاقه ارائه  رشتهجنسیت و 
 شـد.خواهند ي توصیفی هر یک از متغیرها بررسی هاشاخص

هاي مختلفی مدلهاي هوش مصنوعی سپس با استفاده از روش
شامل مدل درخت تصمیم، مدل جنگل تصادفی، مـدل ماشـین 

ترین همسایه به منظور سـنجش نزدیک-Kبردار پشتیان و مدل 
  شود. آموزان طراحی میپیشرفت تحصیلی دانش

  اطلاعات جمعیت شناختی . 4.1
 کننده دردرصـد افـراد شـرکت 8/68نتایج آماري نشان داد که 

                                                             
2 RapidMiner 
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همچنین میانگین صد از آنها مرد هستند. در 2/31و  تحقیق زن
 باشدمی 04/1با انحراف معیار  74/13رد پژوهش سن افراد مو

  ).)2(جدول (

 سن مرکزي و پراکندگی هايشاخص ):2( جدول
  بیشترین  کمترین  انحراف معیار  میانگین  متغیر
  16  12 04/1 74/13 سن

 مندعلاقهتوان گفت اکثر افراد می) 3جدول (همچنین بر اساس 
درصـد بـه رشـته  4/10هستند و فقط  ي علوم تجربیبه رشته

  ریاضی و فیزیک علاقه دارند.

   علاقه مورد  رشته فراوانی توزیع ):3( جدول
  درصد  تعداد  رشته

  4/10 39  ریاضی و فیزیک
 3/47 178  علوم تجربی

 6/17  66  علوم انسانی

  7/24  93  سایر
  100 376  جمع کل

    8  بدون پاسخ

  تحلیل توصیفی متغیرهاي پژوهش. 4.2
هاي توصیفی هر در این بخش به ارائه و بحث در مورد شاخص

هاي تمرکز شاخص است. شده پرداخته پژوهش متغیرهاي از یک
) 4جدول( در ثر بر پیشرفت تحصیلیامل موبراي عو پراکندگی و

برون  يرهایو متغ طیمحدهد که بعد نتایج نشان میآمده است. 
اي ي دارعوامل فردبعد و  )79/3(ي داراي بیشترین میانگین فرد

سه شاخص تمرکز میانگین، مد ) هستند. 47/3کمترین میانگین (
و میانه براي این متغیرها به هم نزدیک بوده و از طرفی کشیدگی 

دهنده تقارن نسبی باشد که نشان+ می2تا  -2و چولگی نیز بین 
  ها است.داده

  ترین همسایه نزدیک-Kمدل . 4.3
شود نامیده می KNN اختصاربهترین همسایه که نزدیک-Kمدل 

ترین نزدیک تا K از )آزمونبراي تخمین خروجی داده جدید (
د. ایـن گیـرکمک می آموزشهاي داده در آزموننمونه  یههمسا

  زند: ي جدید را تخمین میهادادهمدل در سه مرحله برچسب 
 مدل در مرحله اول KNN  بـا آزمایشـی را فاصله نمونه

 . کندمحاسبه می یهاي آموزشتمامی نمونه

 در  سپس در مرحله دوم براساس فاصله به دست آمـده
 هاياز داده ها راترین همسایهنزدیکاز تا  K ،مرحله اول

 . کندپیدا میهاي آزمایشی به داده یآموزش

  از بینگیري بر اساس رايدر مرحله آخر K ترین نزدیک
 یاز داده آموزشرا بیشترین همسایه  ی کهکلاس ،همسایه

نمونه جدید به آن شده و  انتخاب داردآزمایشی به نمونه 
 .یابدتخصیص میکلاس 

است که بایـد  Kمقدار  KNNیکی از پارامترهاي مهم در مدل 
به صورت آزمون و خطا مشخص شود. براي این منظور مقادیر 

در نظر گرفته و مدل را بر روي مجموعه داده  Kمتفاوتی براي 
را در نظر گرفته و براي  Kکنیم در نهایت بهترین مقدار اجرا می

دهیم. براي ها ملاك عمل قرار میمقایسه این مدل با سایر مدل
دقـت تغییر داده شـده اسـت و  15تا  3از  Kاین منظور مقدار 

ه بیشـترین الگوریتم بررسی شده است. مشاهدات نشان داد کـ
باشد. قابل ذکر  7برابر  Kآید که مقدار دقت زمانی به دست می

، هزینه محاسباتی الگوریتم 15بزرگتر از  Kاست که براي مقادیر 
کند. با این وجود، بـا افـزایش بیشـتر به شدت افزایش پیدا می

 K=7کند. بنابراین مقدار دقت الگوریتم بهبود پیدا نمی Kمقدار 
  ر بهینه انتخاب شده است.به عنوان مقدا

   پرسشنامه متغیرهاي توصیفی هايشاخص ):4( جدول
  کشیدگی  چولگی  معیار انحراف  مد  میانه  میانگین  متغیر

 28/0 -48/0 52/0 40/3  53/3 47/3  عوامل فردي

 86/0 -83/0 46/0 17/4 83/3 78/3 خانواده

  04/0  -35/0  67/0  4  67/3  79/3  يبرون فرد يرهایو متغ طیمح
  01/0  -57/0  64/0  56/3  67/3  56/3  آموزش وپرورش ستمیو س يعوامل درون مدرسه ا
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بـه  KNNریختگی براي مدل ، ماتریس درهمK=7براي مقدار  
زمانی آمد. علاوه بر این، پیچیدگی به دست ) 5جدول (صورت 

تعـداد  ݊باشد که در آن می (ଶ݊݀)ܱ الگوریتم جنگل تصادفی،
  . ]83[، ]81[بعد داده است  ݀رکوردها در مجموعه داده و 

مـورد از  66که الگـوریتم  دهدریختگی نشان میهمماتریس در
اند را به درستی در کلاس بوده Aدر واقع در کلاس رکوردها که 

A مورد از رکوردهایی که در  10ي کرده است. همچنین بندطبقه
ي کـرده بنـدطبقه Bاند را به درسـتی در کـلاس بوده Bکلاس 

مورد از رکوردهایی که  18است. جالب توجه است که الگوریتم 
بنـدي کـرده طبقه Bاند را به اشتباه در کلاس بوده Aدر کلاس 

اند را بوده Bمورد از رکوردهایی که متعلق به کلاس  5است و 
علاوه بر این از این بندي کرده است. طبقه Aبه اشتباه در کلاس 

ماتریس در ادامه براي محاسبه معیارهاي ارزیـابی الگـوریتم و 
  کنیم.ها استفاده میمقایسه عملکرد این مدل با سایر مدل

   KNN الگوریتم ریختگیدرهم ماتریس ):5( جدول
Class precision  True B  True A    

78.57%  18  66  Pred. A  

66.67%  10  5  Pred. B  

  35.71%  92.96%  Class recall  

  مدل درخت تصمیم. 4.4 
هـا اسـت کـه اي از گرهدرخت تصمیم، درختی مانند مجموعه

براي ایجاد یک تصمیم در مورد وابستگی مقادیر به یک کلاس 
- پیشنتایج  ساختار درخت تصمیم، در .در نظر گرفته شده است

شـود. هـر مسـیر از میتشریح قواعد در قالب تعدادي از  بینی
و در نهایـت دهـد توضیح می، یک قانون را ریشه تا یک برگ

که بیشترین مقدار رکورد در آن تعلـق برچسب برگ با کلاسی 
از آنجا که ساختار درخت تصمیم یک شود. مشخص میگرفته 

ي شناسایی ها براترین روشفلوچارت ساده است، یکی از سریع
متغیرهاي تأثیرگذار و روابط بین دو یا چنـد متغیـر محسـوب 

قابل ذکر است که پیچیدگی زمـانی الگـوریتم جنگـل  شود.می
ܱ تصادفی، تعداد رکوردها در  ݊باشد که در آن می (ଶ݊݃݋݈݊݉)

) 6جـدول ( . ]82[تعداد ویژگی ها اسـت  ݉مجموعه داده و 

مـدل درخـت تصـمیم نشـان  يریختگی را بـراماتریس درهم
  دهد. می

  تصمیم درخت مدل ریختگیدرهم ماتریس ):6( جدول
Class precision  True B  True A    

83.12%  13  64  Pred. A  

68.18%  15  7  Pred. B  

  35.57%  90.14%  Class recall  

مـورد از  64دهد که الگوریتم ریختگی نشان میماتریس در هم
اند را به درستی در کلاس بوده Aدر واقع در کلاس رکوردها که 

A مورد از رکوردهایی که در  15بندي کرده است. همچنین طبقه
بنـدي کـرده طبقـه Bاند را به درستی در کـلاس بوده Bکلاس 

مورد از رکوردهایی که  13است. جالب توجه است که الگوریتم 
بنـدي کـرده هطبق Bاند را به اشتباه در کلاس بوده Aدر کلاس 

اند را بوده Bمورد از رکوردهایی که متعلق به کلاس  7است و 
  بندي کرده است. طبقه Aبه اشتباه در کلاس 

  مدل جنگل تصادفی . 5,4
بـا  را گیرياي از درختان تصمیمجنگل تصادفی مجموعهمدل 

هـاي درخـتتولیـد . پس از دهدها، آموزش میاستفاده از داده
بینی هر درخت بـه صـورت ها، نتیجه پیشآموزش آنتصمیم و 

شود. کارایی الگوریتم جنگل تصادفی در جداگانه مشخص می
هاي بزرگ به اثبات رسیده است.  همچنین مورد مجموعه داده

باشد می (ଶ݊݃݋݈)ܱ پیچیدگی زمانی الگوریتم جنگل تصادفی،
. ماتریس ]81[تعداد رکوردها در مجموعه داده است  ݊آن  در که

نمایش ) 7جدول (ریختگی براي مدل جنگل تصادفی در درهم
  داده شده است. 

  تصادفی جنگل مدل ریختگیدرهم ماتریس ):7( جدول
Class precision  True B  True A    

83.33%  13  65  Pred. A  

71.43%  15  6  Pred. B  

  53.57%  91.55%  Class recall  

مـورد از  65دهد که الگوریتم ریختگی نشان میماتریس در هم
اند را به درستی در کلاس بوده Aدر واقع در کلاس رکوردها که 
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A مورد از رکوردهایی که در  15است. همچنین  بندي کردهطبقه
بنـدي کـرده طبقـه Bاند را به درستی در کـلاس بوده Bکلاس 

مورد از رکوردهایی که  13است. جالب توجه است که الگوریتم 
بنـدي کـرده طبقه Bاند را به اشتباه در کلاس بوده Aدر کلاس 

اند را بوده Bمورد از رکوردهایی که متعلق به کلاس  6است و 
  بندي کرده است. طبقه Aبه اشتباه در کلاس 
ریختگی بـراي دو مـدل جنگـل هاي در هماز مقایسه ماتریس

شود که مدل جنگل ه میتصادفی و مدل درخت تصمیم مشاهد
تري برخوردار است. دلیل این امر این تصادفی از دقت مناسب

که  بندي استطبقهروش یک  الگوریتم جنگل تصادفیاست که 
تقسیم کرده و در هر زیرمجموعه هایی ها را به زیرمجموعهداده
بهبود کند. در نهایت با هدف استفاده می درخت تصمیمیک از 

نتایج درخـت تصـمیم در نظـر گرفتـه  یانگینبینی، مپیش دقت
یک درخت استفاده از جنگل تصادفی به جاي بنابراین . شودمی

اکثریـت  راي و براساس هادرختتمام بینی را از تصمیم، پیش
تعداد بیشتر درختان در جنگل بنابراین استفاده از . دهدانجام می

  . دهدمیار نتیجه  دقت بالاتري

  بردار پشتیبانمدل ماشین . 6,4
و توانمنـد هاي یکی از مدل(SVM)  پشتیبان ماشین بردارمدل 

 و که هم بـراي رگرسـیونهوش مصنوعی است انعطاف پذیر 
استفاده از  اخیرا،. گیرندبندي مورد استفاده قرار میطبقههمچنین 

 پیوستهبرخورد با چندین متغیر به دلیل قابلیت آنها در مدل  این

  است. وب بوده مطلبسیار  و قطعی
 در یک ابر صفحهرا  هاي متفاوت، کلاسSVM مدلیک  اساسا

بـا هـدف  این ابر صـفحه. دهدنمایش می چندبعديدر فضاي 
 شودتولید می SVM تکراري توسط صورت به خطا میزان کاهش

ها در بندي دادهتقسیم  SVM مدل هدف ازبنابراین . ]85[، ]84[
. قابل باشدمی با حداکثر حاشیهیک ابر صفحه ها و یافتن کلاس
باشد می SVM، ܱ(݊ଷ) الگوریتم زمانی پیچیدگی که است توجه

. بعد از ]72[تعداد رکوردها در مجموعه داده است  ݊که در آن 
بر روي مجموعه داده پیشرفت تحصیلی  SVM سازي مدلپیاده

  دست آمد.به ) 8جدول ( ریختگیآموزان ماتریس درهمدانش

  SVM مدل ریختگیدرهم ماتریس ):8( جدول
Class precision  True B  True A    

86.67%  10  65  Pred. A  

75.00%  18  6  Pred. B  

  64.29%  91.55%  Class recall  

مـورد از  65دهد که الگـوریتم ریختگی نشان میماتریس درهم
اند را به درستی در کلاس بوده Aدر واقع در کلاس رکوردها که 

A مورد از رکوردهایی که در  18بندي کرده است. همچنین طبقه
بنـدي کـرده طبقـه Bاند را به درستی در کـلاس بوده Bکلاس 

مورد از رکوردهایی که  10است. جالب توجه است که الگوریتم 
بنـدي کـرده طبقه Bاند را به اشتباه در کلاس بوده Aدر کلاس 

اند را بوده B مورد از رکوردهایی که متعلق به کلاس 6است و 
علاوه بر این از این بندي کرده است. طبقه Aبه اشتباه در کلاس 

الگوریتم و مقایسه عملکرد این یابی اعتبارماتریس در ادامه براي 
  کنیم. ها استفاده میمدل با سایر مدل

هاي هوش روشها و مقایسه عملکرد ابی مدلاعتباری. 7,4
  مصنوعی 

ــژوهش مجمــوعدر  ــن پ ــاي روش از در ای ترین نزدیــک-Kه
 جنگل تصادفیو  یمتصمدرخت ، همسایه، ماشین بردار پشتیبان

آمـوزان مقطـع بینی پیشرفت تحصیلی در دانـشبه منظور پیش
به منظور متوسطه اول استان خراسان جنوبی استفاده شده است. 

، معیار 2، صحت1دقت  ، معیارهايهابررسی عملکرد این روش
و  6بنـدي، خطـاي طبقـه5پذیريتشخیص، 4، حساسیت3ترکیبی
AUC شده است. به منظور ارزیابی  ارزیابی و در ادامه گزارش
هاي پیشنهادي، معیارهاي اشاره شده براي تر هر یک از مدلدقیق

 )9تخراج شده محاسبه شده است. جـدول (هاي استمام نمونه
هـاي پیشـنهادي میانگین هر یک از معیارها را به تفکیک مـدل

  کند.ش میگزار

                                                             
1 Accuracy 
2 Precision 
3 F-measure 
4 Sensetivity 
5 Specificity 
6 Classification error 
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 ماشین یادگیري هايروش عملکرد مقایسه و ارزیابی ):9( جدول

 SVM  جنگل تصادفی  درخت تصمیم  KNN  معیار ارزیابی

  دقت
  درصد) 95(فاصله اطمینان 

77.27 
(0.765,0.797) 

78.9  
(0.764,0.822)  

81.32  
(0.802,0.825)  

82.24  
(0.551,0.820)  

AUC  0.632  0.873  0.849  0.843  

  74.96  72.13  69.22  65.95  صحت

  71.09  63.41  62.43  48.23  معیار ترکیبی

  63.99  54.32  53.02  36.34  حساسیت

  92.17  92.08  89.87  92.57  پذیريتشخیص

  16.16  19.19  20.20  23.23  بنديخطاي طبقه

 3.10 3.10 3.28 3.13  زمان اجراي الگوریتم(ثانیه)
  

در تقریبا تمامی  SVMدهد که مدل نشان می) 9جدول (نتایج 
عملکرد بهتري نسـبت بـه سـایر  )AUCمعیارها (به جز معیار 

ها در طبقه بندي داده هاي پیشرفت تحصیلی داشته است. روش
ی و مدل علاوه بر این، مدل جنگل تصادفی، مدل درخت تصادف

KNN هاي بعـدي قـرار دارد. هچنـین زمـان به ترتیب در رتبه
طور ها در این جدول گزارش شده است. هماناجراي الگوریتم
هاي مختلف از نظـر زمـان اجـرا شود، الگوریتمکه مشاهده می

تفاوت زیادي با یکدیگر ندارند. بـا ایـن وجـود مـدل جنگـل 
از همچنین اند. زمان اجراي مناسب تري داشته SVMتصادفی و 

بیشترین میزان خطا مربوط به مدل  ،بندينظر میزان خطا در طبقه
K-ترین همسایه و کمترین میزان خطا مربوط بـه مـدل نزدیک

میزان خطا هم دیدگاه باشد. بنابراین از ماشین بردار پشتیبان می
ها به سایر مدل بهتري نسبتعملکرد مدل ماشین بردار پشتیبان 

  دارد. 

  گیري. نتیجه5
ترین همسایه، درخـت نزدیک-K هايروشاز  در این پژوهش

-تصمیم، جنگل تصادفی و ماشین بردار پشتیبان به منظور پیش

آموزان مقطع متوسطه اول استان بینی پیشرفت تحصیلی در دانش
هـاي نتایج اعتباریابی مـدلخراسان جنوبی استفاده شده است. 

مصنوعی نشان داد که مدل ماشین بردار پشتیبان، عملکرد  هوش
بهتري از نظر دقت، صحت، حساسیت، تشخیص پذیري، معیار 

نتـایج هـا دارد. بندي نسبت به سایر مدلترکیبی و خطاي طبقه
 دست آورد.ه توان از پیاده سازي این پژوهش برا می سودمندي

سال آتـی  تحصیلی درافت بینی پیشبا  یآموزاندانش که زمانی
آموزان  دانش این توان قبل از اینکه حتیشوند، میمیشناسایی 

، همزمان با مدیریت اضطراب ناشی مطلع باشنداین وضعیت  از
 و هوشـمند تحصـیلی هـايمشـاورهدادن با از افت تحصیلی، 

هاي ریزيانجام برنامه مناسب و همچنین مشوق هاي انگیزشی
-یر اقدامات پیشگیرانه از رسـیدن دانـشو ساکارآمد تحصیلی 

توان میگیري نمود. پیشآنها آموزان به وضعیت بحرانی و افت 
گیري پشتیبان تصمیمسیستم مدل ساخته شده را به عنوان یک 

 آموزشی سیستم .قرار داد برداريمورد بهره آموزشیمدیریت در 
 ،دهـدافزایش  را خود سیستم بخشی اثرتواند می طریق این از

راغت از ، نرخ فکاهش دادهآموزان را و افت دانشمردودي  نرخ
هزینه  ، موفقیت دانش آموزان را افزایش دهد ورا ارتقاءتحصیل 

  . به ازاي هر دانش آموز کاهش دهد را ها
هاي آتـی در تحقیقـات آینـده گیريذیل به عنوان جهتموارد 

در جوامـع تحقیقات مشـابهی شود باشد: پیشنهاد میمدنظر می
ایران انجام و نتایج سایر مناطق کشور و نیز در متفاوت آماري 

از  ،تحقیقات جدیـدشود در پیشنهاد میمقایسه گردد. همچنین 
بـراي  یصـیتشخ يهامصـاحبهبـروز و  يریگانـدازه يابزارها

آموزان اسـتفاده بررسی عوامل مؤثر بر پیشرفت تحصیلی دانش
هـاي مجـزا و مبتنـی بـر جنسـیت در این، مدلشود. علاوه بر 
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 . باشدمفید تواند آموزان میبینی پیشرفت تحصیلی دانشپیش

  سپاسگزاري
این مقاله برگرفته از طرح پژوهشی مرتبط و مورد حمایت اداره 

باشـد. بـدین کل آموزش و پرورش استان خراسان جنوبی می
امی همکاران در وسیله نویسنده مقاله بر خود لازم می داند از تم

اداره آموزش و پرورش استان خراسان جنوبی کمـال تشـکر و 
  قدردانی را داشته باشد.

  

کنند که هیچ تعارض منـافعی تعارض منافع: نویسندگان اعلام می
   ندارند.
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