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. هدف از حل مسائل ]1[ شودخاص انتخاب میبراي یک مساله 
 لهتن بهترین جوابی است که شرایط مساهدفه، یافسازي تکبهینه

حفـظ سـازي تـابع هـدف و سـازي یـا کمینـهاز جمله بیشینه
در حالی  ]،2کند [ برآورده را شده تعریف پیش از هايمحدودیت

سـازي یـا هـدف، کمینههدفـه، ي چنـدسـازل بهینهدر مسائ که
هاي متعـدد ع هدف با لحاظ محدودیتسازي چندین تاببیشینه

ها که اي از جوابجموعه]. در این گونه مسائل، باید م3است [
عنوان سازند، بهآورده مینظر را در سطح قابل قبولی براهداف مد
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واب بهینه که ین مجموعه جمجموعه جواب بهینه معرفی شوند. ا
هایی است کـه بـا شود، شامل جوابنامیده می 1پرتِومجموعه 

دیگر، مجموعه پرتِو شامل عبارت]. به4دارند [ 2همدیگر مصالحه
گونـه هاي مناسبی است که نسبت به همـدیگر هیچجواب همه

اي حل این قبیـل بر 4و پسینی 3برتري ندارند. دو روش پیشینی
سازي بهینه هاي پیشینی، مسالهروش ]. در5مسائل وجود دارند [

سـازي تـک بهینـه هدفه با چندین تابع هدف به یک مسالهچند
ود طوري که، با توجـه بـه شهدفه با یک تابع هدف تبدیل می

وزنی (ضریبی) توسط طراح مشخص اهداف،  از کدام هر اهمیت
ضرایب، توابـع هـدف بـا هـم ترکیـب و با توجه به این شده 

]، 7[ 6دارکمینه وزن-]، بیشینه7[ 5دارمجموع وزن]. 6شوند [می
ــه ــدفبرنام ــی ه ــیکوگراف] و 8[ 7نویس ــه ]9[ 8لکس ، از جمل
آیند. عدم وجود اطلاعـات در هاي پیشینی به حساب میروش
ضـی از مسـائل میزان اهمیت هـر کـدام از اهـداف در بعمورد 
هاي پیشینی محسوب هاي روشدیتمحدو سازي از جملهبهینه
عنوان حل بهتنها یک راهجه به اینکه شود. علاوه بر این، با تومی

بـین  طراح هیچ بینشی نسبت به مصـالحه شودجواب تولید می
عنوان محـدودیت توان این موضوع را بـهاهداف ندارد. لذا، می

ها از جمله ها ذکر کرد. برخی از روشدیگري براي این روش
ر بهبـود اِشـکالات سـعی د ،]DWA] (10( 9تجمیع وزنی پویا

ها صورت تدریجی وزن به الگوریتم این دارند. پیشینی هايروش
کند تـا نیـاز ا براي هر مجموعه اجرا میرا تغییر داده و برنامه ر

سازي را رفع کند. اگرچه پیاده لهقبلی به اطلاعات ترجیحی مسا
مهم دیگر مربوط به  تواند دغدغهش ساده است ولی نمیاین رو

نایی دستیابی بـه جبهـه بهینـه پرتِـو را برطـرف کنـد. عدم توا
یب نشده و هم ترک هاي پسینی، توابع هدف بابرعکس، در روش

شود تـا امکـان بررسـی می حفظ لهماهیت چندهدفه بودن مسا

                                                             
1 Pareto set 
2 Trade-off 
3 Priori 
4 Posteriori 
5 Weighted sum 
6 Weighted min–max 
7 Goal programming 
8 Lexicographic 
9 Dynamic weighted aggregation 

در طیفی از پارامترهاي طراحی و شرایط عملیـاتی  لهرفتار مسا
برخلاف هاي پسینی، ]. واضح است که در روش11فراهم شود [

نه مواجه خواهیم شد که یکـی از پیشینی، با چندین جواب بهی
سازي چند هاي بهینهود. الگوریتمشها توسط طراح انتخاب میآن

و ازدحام  ]NSGA] (12سازي نامغلوب (هدفه ژنتیک با مرتب
هاي پسینی هاي آشنایی از روشنمونه ،]MOPSO] (13ذرات (

 شوند.محسوب می

اي هالگوریتم گرایی دو هدف اصلیو نخبهحفظ تنوع جمعیت 
هاي پسینی هستند. حفـظ روشهدفه مبتنی بر فراابتکاري چند

کند که تنوع از همگرایی زودرس جلوگیري کرده و تضمین می
مجموعه پرتِو حاصل شده داراي توزیـع و گسـتردگی بـالایی 

هاي نامغلوب در ند که جوابکگرایی نیز تضمین میاست. نخبه
هـاي اکثر الگـوریتم]. 14یند تکامل حفظ خواهند شد [رآطی ف
اند از طبیعت الهام گرفته شـدههدفه ابتکاري چندسازي فرابهینه

 ر گروه مبتنی بر تکامل، مبتنیچها در الهام منبع نوع به توجه با که
  شوند.بندي میازدحام، مبتنی بر فیزیک و مبتنی بر انسان دسته بر
ت ولوژیکی نشایند تکامل بیبر تکامل از فرآ هاي مبتنیگوریتمال

هـاي بیولـوژیکی مثـل به صورت مکرر از عملگـرگیرند و می
کنند تا جمعیت ابتدایی را انتخاب، تولیدمثل و جهش استفاده می

]. 15[مجموعه بهینه پرتِو تکامـل ببخشـند در جهت رسیدن به 
ترین یکی از مشهور ،]16[ (MOGA)الگوریتم ژنتیک چندهدفه 

ها در این گروه است که از اصل تکاملی داروین (اصل الگوریتم
ین الگوریتم در واقع بیانگر گیرد. اها) الهام میترینبقاي شایسته

ترین افـراد بـراي ه در آن، مناسبانتخاب طبیعی است ک نظریه
شوند. این الگـوریتم بـا ادامه نسل و تولید فرزندان انتخاب می

با هم ترکیـب دار، توابع هدف را جموع وزنروش ماستفاده از 
دهد. سپس ب نسبت میکرده و یک مقدار برازندگی به هر جوا

الگوریتم کند. راي عمل تولیدمثل انتخاب میها را بتعدادي از آن
NSGA2 ]17 نسخه اصلاح شده ،[NSGAهاي نامغلوب ، جبهه

 ها،وجـه بـه ایـن رتبـهبندي کرده و بـا تجمعیت فعلی را رتبه
کنـد. همچنـین از فاصـله جواب را مشـخص میبرازندگی هر 
ها براي حلها جهت ایجاد تنوع در انتخاب راهحلازدحامی راه

اگرچه این الگوریتم برد. می بهره بعدي نسل تولید و بترکی عمل
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هاي بهینه پرتِو استفاده حلاز آرشیو خارجی جهت نگهداري راه
و فرزنـدان از میان نسل والد  هاتخاب بهترینکند ولی با اننمی

 SPEA2 هايالگوریتمکند. گرایی را تقویت میه، نخبهتولید شد
]17 ،[NPGA ]18 ،[PDE ]19 و [DOMOEA ]18هاي ] نمونه

  هاي مبتنی بر تکامل هستند.مشهوري از الگوریتم
جمله زدحام، رفتار برخی از حیوانات از هاي مبتنی بر االگوریتم

کنند و بر مبناي سازي میها را شبیهها و خفاشگان، مورچهپرند
ینـد اطلاعات کسب شده توسط همه افراد در طـی فرآ اشتراك

) MOPSO(ازدحام ذرات  هدفهسازي چندهینهباشند. بتکامل می
از ها در این گروه است که الگوریتم ترین]، یکی از مشهور14[

هام گرفته شده ي غذا الگان براي جستجوجمعی پرندرفتار دسته
است که اي پرنده کردن دنبال گان،پرند تمالگوری اصلی ایده است.

کمترین فاصله را تا غذا دارد. در این الگوریتم، هر پرنده معرف 
ه نشانگر میزان گی دارد کیک جواب است که یک مقدار برازند

ي یـک موقعیـت در فضـاهر پرنده داراي نزدیکی به غذاست. 
سرعت است که موجب هدایت حرکت و  مولفهجستجو و یک 

میـزان برازنـدگی  MOPSOشـود. موقعیت آن پرنده مـیغییر ت
هاي نامغلوب حلها در اطراف راهها را با توجه به تراکم آنحلراه

علاوه، این الگوریتم از آرشیو خارجی براي کند. بهمشخص می
هـریس  ساز چندهدفه شـاهینکند. بهینهگرایی استفاده مینخبه

)MOHHO] (3[، روه اسـت کـه از الگوریتم دیگري در این گـ
گریز طعمه الهام وهاي هریس در تعقیبشاهین رفتار غافلگیرانه

گرفته شده است. در این الگوریتم، چندین شاهین با همکـاري 
کننـد تـا آن را ات مختلف تعقیب مـییکدیگر طعمه را از جه

ختارهاي الگـوریتم علاوه بر حفظ سا MOHHOغافلگیر کنند. 
از یـک آرشـیو خـارجی جهـت  ،]HHO] (20شاهین هریس (

کند. این آرشیو هاي بهینه پرتِو استفاده میحلذخیره و بازیابی راه
شود، طوري کـه ها و طعمه استفاده میسازي شاهینبراي شبیه

ترین منطقه آرشیو با استفاده از فرآیند جمعیتحل از کمیک راه
شود. از ب شده و به عنوان طعمه استفاده میچرخ رولت انتخا

ي همچـون توان بـه مـواردهاي دیگر در این گروه میالگوریتم
]، MOALO] (21شـیر مورچـه (هدفـه ساز چندبهینه الگوریتم

]، MOAHA] (22خوار (مگسمرغ هدفه ساز چندالگوریتم بهینه

]، MOCHOA] (20 هدفـه شـامپانزه (ساز چنـدالگوریتم بهینه
]، MOGWO( ]12( خاکستري گرگ هدفهچند سازبهینه الگوریتم

 (MOMPA)دریـایی  شـکارچیان هدفهچند سازالگوریتم بهینه
]، 24) [MGPSOراهنمـا (سازي ازدحام ذرات چند ]، بهینه23[
  ] اشاره کرد.MOBO] (25(ساز شامپانزه کوتوله چندهدفه ینهبه

یکی مبتنی بر قوانین فیزیک در هاي مبتنی بر علوم فیزالگوریتم
آب هدفـه چرخـه چنـد سـازگـوریتم بهینـهطبیعت هسـتند. ال

)MOWCAها در این گروه است یتمترین الگور) یکی از مشهور
]. این 26یند چرخه آب در طبیعت الگو گرفته است [که از فرآ
محلی و سرعت زیاد در رسیدن به در فرار از بهینگی  الگوریتم
الگوریتم جستجوي گرانشـی . و توانمندي بالایی داردجبهه پرتِ

الگوریتم شـناخته شـده دیگـري ، ]MOGSA] (27چندهدفه (
) است. در GSAاست که مبتنی بر الگوریتم جستجوي گرانشی (

کنش گرانشی بین اجسام الهام گرفته که از برهم GSAالگوریتم 
ود شدر نظر گرفته می حل به صورت یک شی]، هر راه28ست [ا

در طـی دهـد. شـان مـیکه جِرم آن، میـزان برازنـدگی آن را ن
اشیا  باعث جذب گوریتم، نیروي گرانشی مابین اشیاتکرارهاي ال

شوند که این موضوع باعث تر میسنگین تر به سمت اشیاسبک
 حـلترین راهبا بیشترین جِرم یا برازنده در نهایت شیشود می

گرادیـان بـر مبتنـی هدفـه چنـد سازبهینه باقی بماند. الگوریتم
)MOGBO] (29ــه ــوریتم بهین ــاز]، الگ ــادل  س ــدتع ــه چن هدف
)MOEO] (30گرادیان به لگوریتم ترکیبی چندهدفه مبتنی بر ]، ا

سـازي ینـه] و الگـوریتم بهGS-MOHA] (31کمک جانشین (
الگـوریتم ] و MOCryStAl( ]32(ساختار کریستال چندهدفـه 

ي هاي دیگرنمونه ،]MOOSMA] (33قالب متعامد چندهدفه (
 از این گروه هستند.

ان از رفتار اجتمـاعی و تعامـل بـین هاي مبتنی بر انسالگوریتم
سازي گیرند. الگوریتم بهینهها در محیط اجتماعی الگو میانسان
، یکی ]MOTLBO] (34( 1چندهدفه یادگیري و آموزش بر مبتنی

 ینـد دوت کـه فرآهاي مشـهور در ایـن گـروه اسـالگوریتماز 
سازي بیهاي یادگیري و آموزش در یک کلاس درسی را شمرحله

عنـوان ]. در مرحله آموزش، بهترین فرد کلاس بـه 35کند [می
                                                             
1 Teaching-learning-based optimization 
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دهد یستگی بقیه افراد جمعیت را ارتقا میشا و شده انتخاب معلم
یادگیري، افراد کلاس دانش کسب شده  در حالی که در مرحله

 MOTLBOالگوریتم کنند. بقیه منتقل می به را آموزش مرحله در
هاي نامغلوب و فاصـله ازدحـامی سازي جبههیم مرتباز مفاه

عنوان حل با بیشترین فاصله ازدحامی را بهیک راه و کرده استفاده
اي از جزئیــات خلاصــه )1جــدول ( کنــد.معلــم انتخــاب مــی

مزایـا و  ،ها از جمله رویکرد مورد استفاده، سال ارائـهالگوریتم
  دهد.معایب را نشان می

  معایب و مزایا انتشار، سال اده،استف مورد تکنیک جمله از هاالگوریتم جزئیات از ايخلاصه ):1( جدول

  الگوریتم سال مورد استفاده رویکرد  نظر مسائل مورد مزایا معایب
کاهش کارایی در مسائل - 1

چندوجهی، غیرقابل تفکیک، 
  دارانه.جانبفریبنده یا 

صرف محاسبات زیاد در - 2
  مسائل چندهدفه.

 MGPSOپذیري بهبود مقیاس- 1
  براي مسائل در مقیاس بزرگ.

عملکرد رقابتی براي مسائل قابل - 2
  وجهی.تفکیک و تک

عملکرد رقابتی براي مسائل - 3
 پویاي چندهدفه.

 MGPSOبندي مقیاس
براي مدیریت موثر 

سازي مسائل بهینه
چندهدفه در مقیاس 

 بزرگ

عمال رویکرد تکاملی ا
مشارکتی براي 

سازي ازدحام ذرات بهینه
) MGPSOچند راهنما (

سازي براي مسائل بهینه
چندهدفه در مقیاس 

 بزرگ

سازي ازدحام بهینه  2023
ذرات چند راهنما 

)MGPSO( ]12[ 

انتخاب مدل جایگزین مناسب - 1
 همچنان یک چالش است

هاي زمان آموزش براي مدل -2
جایگزین ممکن است در موارد 

 بسیاري با ابعاد بالا زیاد باشد
هاي جایگزین و مدیریت مدل- 3

تواند روزرسانی میانتخاب نقاط به
  .پیچیده باشد

 مسائل چندهدفه ثرمدیریت مو- 1
)MOPs ( متغیر  1000با حداکثر

  تصمیم
  برابري 10تا  5افزایش - 2

سازي در مقایسه با وري بهینهبهره
  هاي چندهدفه موجودالگوریتم

ثر با مسائل چندهدفه مواجهه مو- 3
 پرهزینه در ابعاد بالا

استفاده کارآمد از اطلاعات - 4
  سازيگرادیان براي بهبود دقت بهینه

سازي شکل مناسب براي بهینه- 5
  آیرودینامیکی با ابعاد بالا

 سازيحل مسائل بهینه
آیرودینامیکی در 

مقیاس بزرگ با اهداف 
متعدد و ارزیابی 

 هاي بالا، موازنههزینه
سازي و کارایی بهینه

دقت همگرایی در 
فضاهاي طراحی با 

  ابعاد بالا

چارچوب الگوریتم 
ترکیبی موازي دولایه 
ترکیبی از جستجوي 

محلی چندهدفه و 
هاي تکامل مکانیسم
 سراسري

الگوریتم ترکیبی  2023
هدفه مبتنی بر چند

گرادیان به کمک 
   جایگزین

)GS-MOHA( 
]25[ 

هاي عدم بحث در مورد نسخه- 1
  دودویی یا مختلط اعداد صحیح

عدم اشاره به مطالعات موردي - 2
  کاربردي خاص

اي ارزیابی محدود به مجموعه- 3
  از مسائل معیار

ساختار بایگانی کارآمد براي - 1
  هاي بهینه پرتو. حلذخیره راه

  استراتژي انتخاب رهبر مؤثر.- 2
مکانیزم شبکه پویا براي مدیریت - 3

  بایگانی. 
  تضمین کاوش در فضاي جستجو - 4
اجتناب از بهینه محلی با استفاده - 5

  هاي آشفته. از نقشه
  ساختار موازي براي اجراي آسان. - 6
  پارامترهاي معدود قابل تنظیم. - 7
  عملکرد رقابتی بالا. - 8
هاي مختلف نامهمناسب براي بر- 9

  سازي چندهدفه.بهینه

سازي مسائل بهینه
) در MOOچندهدفه (

هاي مهندسی و زمینه
مختلف که در آن 

چندین هدف باید به 
طور همزمان بهینه 

  شوند.

سازي الگوریتم بهینه
شامپانزه چندهدفه 

)MOChOA بر اساس ،(
ساز الگوریتم بهینه

 ).ChOAشامپانزه (

ساز الگوریتم بهینه  2023
هدفه شامپانزه چند

) MOCHOA( 
]23[  
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  معایب و مزایا انتشار، سال استفاده، مورد تکنیک جمله از هاالگوریتم جزئیات از ايخلاصه ):1( جدول ادامه

  الگوریتم سال مورد استفاده رویکرد  نظر مسائل مورد مزایا معایب
سازي نیاز به تخصص در پیاده- 1

  و تنظیم دقیق الگوریتم. 
هاي بالاقوه وجود محدودیت- 2

با توجه به اشاره به کارهاي آینده 
  هاي بیشتربراي پیشرفت

الگوریتم بهبودیافته - 1
)MOOSMA از نظر معیارهاي (

) Dp ،IGD ،HVمختلف عملکرد (
 MOSMAنتایج بهتري نسبت به 

  دارد 
عملکرد بهتري از سایر - 2

و  liftها از نظر میانگین الگوریتم
 دارد NARMپشتیبانی در 

انجمنی  کاويقاعده- 1
عددي که یک مساله 

برانگیز در چالش
  کاوي است. داده

سازي بهینه- 2
 ARMچندهدفه براي 

  با معیارهاي کارایی

الگوریتم قالب لجن 
) MOOSMAچندهدفه (

کاوي انجمنی با قاعده
) و NARMعددي (

ادغام. یادگیري متعامد 
سازي در براي بهینه
MOSMA 

الگوریتم قالب   2023
متعامد چندهدفه 

)MOOSMA (
]34[  

تواند نتایج طبیعت تصادفی می- 1
  بینی کند.را غیرقابل پیش

ممکن است نیاز به تنظیم براي - 2
هاي مسائل خاص داشته دامنه
  باشد.

اثربخشی ممکن است بر اساس - 3
 پیچیدگی مسئله متفاوت باشد.

سازي موثر مسائل چندهدفه بهینه- 1
انتخاب رهبر، مکانیسم که شامل 

 شبکه و مکانیسم بایگانی است.
عملکرد بهتر نسبت به سایر - 2

، MOPSO ،MOWOAها (الگوریتم
MOHHOدر معیارهاي مختلف (  

مناسب براي رسیدگی به مسائل - 3
هاي بیوانفورماتیک و تکنیک

 ها.بندي دادهخوشه

سازي مسائل بهینه
مهندسی چندهدفه، 
 ها،مقابله با محدودیت

مدیریت توابع هدف 
محاسباتی پرهزینه و 

  پویا.

خوار الگوریتم مرغ مگس
مصنوعی چندهدفه 

)MOAHA توسعه ،(
خوار الگوریتم مرغ مگس

 )AHAمصنوعی (

خوار مرغ مگس  2022
مصنوعی چندهدفه 

)MOAHA( ]22[  

بحث محدود در مورد - 1
رویکردهاي مدیریت محدودیت 

  .MOEOبراي 
سازي بر کاربرد در بهینهتاکید - 2

  هدفه.دو و سه 

همگرایی با سرعت بالا به دلیل - 1
 برداري قوي.توانایی بهره

توانایی اکتشاف بالا با مدیریت - 2
  کارآمد عامل.

بهبود همگرایی و تنوع بر مبناي - 3
 تطبیقی.

هاي حلتوزیع یکنواخت راه- 4
 غیرغالب پرتو.

سازي حل مسائل بهینه
چندهدفه، شامل 
مسائل محدود و 

غیرمحدود و همچنین 
مسائل طراحی 

مهندسی در دنیاي 
  واقعی.

ساز تعادل الگوریتم بهینه
)، MOEOچندهدفه (

هاي ادغام مکانیسم
سازي غیرغالب مرتب

)NDS و فاصله ازدحام (
)CDساز ) با یک بهینه

) با EOهدفه (تعادل تک
 الهام از فیزیک.

 سازالگوریتم بهینه  2021
هدفه چندتعادل 

)MOEO( ]31[  

زمان محاسبات بالاتر در - 1
هاي مقایسه با برخی از الگوریتم

  دیگر. 
ممکن است براي مسائل - 2

سازي چندهدفه با تعداد بهینه
  اهداف بسیار زیاد کارآمد نباشد.

سازي ثر در حل مسائل بهینهمو- 1
 دنیاي واقعی در مقیاس بزرگ.

براي همگرایی و تنوع بهتر از - 2
سازي جستجوي گرادیان، مرتب

غیرغالب و فاصله ازدحام استفاده 
  کند. می
عملکرد بهتري از سایر - 3

هاي رقابتی از نظر پوشش، الگوریتم
  همگرایی و تنوع دارد. 

مناسب براي کاربردهاي مختلف - 4
  سازي سازه.مهندسی فراتر از بهینه

سازي مسائل بهینه
ویژه در چندهدفه، به

سازي سازه، بهینه
مسائل محک بدون 

محدودیت و مسائل 
طراحی ساختاري با 

  محدودیت.

 MOGBOالگوریتم 
ساز گرادیان (بهینه

سازي چندهدفه) بهینه
مبتنی بر گرادیان، 

سازي غیرغالب مرتب
هاي گرا و مکانیسمنخبه

 فاصله ازدحام.

 سازالگوریتم بهینه  2021
بر مبتنی هدفه چند

گرادیان 
)MOGBO( ]30[  

 



 61   چندهدفه يسازنهیحل مسائل به يشهر برا يتکامل شوراها تمیتوسعه الگور/ یروح .ع را،یپ .ع ،یشاهیغفار عل .م 

 

  معایب و مزایا انتشار، سال استفاده، مورد تکنیک جمله از هاالگوریتم جزئیات از ايخلاصه ):1( جدول ادامه

  الگوریتم سال مورد استفاده رویکرد  نظر مسائل مورد مزایا معایب
نیاز به تنظیم فراپارامترها از - 1

  طریق آزمون و خطا دارد.
ي تنظیم خاص ممکن هاتوصیه- 2

 له متفاوت باشد.است بسته به مسا

نرخ همگرایی سریع با دقت - 1
 جواب خوب.

  قابلیت اکتشاف بالا.- 2
ثر انواع مختلف مدیریت مو- 3

 مسائل چندهدفه.

در بیشتر موارد از سایر - 4
 هاي پیشرفته برتري دارد.الگوریتم

مناسب براي مسائل پیچیده - 5
 دنیاي واقعی. طراحی مهندسی در

سازي هحل مسائل بهین
چندهدفه با اهداف 

از جمله متناقض 
مسائل طراحی 

نامحدود، محدود و 
  مهندسی.

الگوریتم شکارچی 
دریایی چندهدفه 

)MOMPA بر اساس (
سازي هاي مرتبمکانیسم

گرا و غیرغالب نخبه
فاصله ازدحام با الهام از 

- تعاملات شکارچی
 شکار در طبیعت.

 سازیتم بهینهالگور  2021
 هدفهچند

دریایی  شکارچیان
(MOMPA) ]24[  

بحث محدود در مورد - 1
ربردي دنیاي واقعی هاي کابرنامه

خارج از توابع  هاي مسالهو حوزه
  .آزمون

عدم مقایسه گسترده با طیف - 2
 هايتري از الگوریتموسیع
  سازي چندهدفه.بهینه

بهبود رفتار همگرایی که از طریق - 1
) IGDفاصله نسلی معکوس ( متریک

 نشان داده شده است.

بهتر نسبت به عملکرد - 2
 MODAو  MOALOهاي الگوریتم

براي توابع معیار  IGDاز نظر متریک 
ZDT.  

هاي اکتشاف و نیسممکا- 3
ثر در الگوریتم برداري موبهره

MOHHO. 

 نتایج زمان محاسباتی رقابتی.- 4

سازي چند مسائل بهینه
ابع هدفه، به ویژه تو

بدون  آزمون
محدودیت (معیارهاي 

ZDT.(  

سازي چندهدفه بهینه
شاهین هریس 

)MOHHOاي )، توسعه
ساز از الگوریتم بهینه
)، HHOشاهین هریس (

که شامل یک مخزن 
بایگانی براي نتایج بهینه 

 پرتو است.

ساز چندهدفه بهینه  2020
شاهین هریس 

)MOHHO( ]2[  

بحث محدود در مورد - 1
الگوریتم به تنظیم حساسیت 

  پارامتر.
هاي اکتشاف محدود برنامه- 2

هاي خارج از کاربردي در حوزه
  مهندسی و تجارت.

وتحلیل گسترده در عدم تجزیه- 3
پذیري الگوریتم براي مورد مقیاس

 مسائل با ابعاد بالا.

با موفقیت براي انواع مختلفی از - 1
مشکلات دنیاي واقعی، از جمله 

و تجاري اعمال سناریوهاي مهندسی 
 شده است.

از غلبه پرتو و فاصله ازدحام - 2
اي متنوع از براي حفظ مجموعه

  کند.ها استفاده میجواب
هاي پرتو ثر به جواببه طور مو- 3

هاي معیار بهینه، که از طریق آزمون
 شود.می همگرا است، شده داده نشان

سازي مسائل بهینه
چندمعیاره، با تمرکز 

بر مهندسی دنیاي 
واقعی و کاربردهاي 

  تجاري.

ساز گرگ خاکستري بهینه
)، MOGWOچندهدفه (

ساز گرگ نوعی از بهینه
) که GWOخاکستري (

سازي براي بهینه
چندمعیاره اقتباس شده 

 است.

ساز گوریتم بهینهال  2016
گرگ هدفه چند

خاکستري 
)MOGWO( ]10[  

  

هـاي هاي فراابتکاري چندهدفه زیادي در ساللگوریتمااگرچه 
 NFLاما مطابق با قضیه اند اخیر ارائه شده

]، هیچ الگوریتم 36[ 1
سازي موجود فراابتکاري وجود ندارد که بتواند تمام مسائل بهینه

کند که این قضیه بیان می تر،ساده عبارت به .کند حل را روپیش و

                                                             
1 No Free Lunch theorem 

سازي گروهی از مسائل بهینه یک الگوریتم خاص ممکن است
چندهدفه را حل کند، با این حال در حل مسائل دیگـر نـاتوان 

قیت الگوریتم  با توجه به این قضیه و با توجه به موف خواهد بود.
سـازي تـک ) در حل مسائل بهینهCCE(تکامل شوراهاي شهر 
  کنیم.اي از این الگوریتم را ارائه میهدفه، نسخه چندهدفه

اي از الگوریتم تکامل شـوراهاي قاله، نسخه چندهدفهدر این م
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) MOCCEشهر با نام الگوریتم تکامل شوراهاي شهر چندهدفه (
هاي بهینه حلشود. در الگوریتم ارائه شده، از آرشیو راهارائه می

سـازي و شـبیهگونه شوراهاي شهرها ف ساختار هرمبراي تعری
شـود. می ادهتکامل آن در فضاهاي جستجوي چندهدفـه اسـتف

بـا کـارایی  MOCCEکارایی الگوریتم  براي ارزیابی و مقایسه
)، MOALOسازي شیر مورچـه چندهدفـه (هاي بهینهالگوریتم

مصنوعی خوار مرغ مگس و )MOSMA( چندهدفه مخاطی کپک
چندهدفـه  آزمونتابع  18ها را روي )، آنMOAHAچندهدفه (

علاوه، کنـیم. بـهاجرا می IMOPو  UFشناخته شده موسوم به 
کارایی هر الگوریتم از نظر معیارهاي فاصـله نسـلی معکـوس 

)IGD) فاصله نسلی ،(GD) و بیشنیه گسـتردگی (MS مـورد (
گیرد. برخی از دستاوردهاي اصلی الگوریتم ارائه بررسی قرار می

 شده عبارتند از: 

استفاده از الگوریتم تکامل شوراهاي شـهر بـراي حـل  -1
  چندهدفه سازيمسائل بهینه

دست آوردن مقدار ه ارائه یک هیوریستیک جدید براي ب -2
حل جهت ایجاد یک درخت ازاي هر راههدف واحد به

صورت یک هرم بیشینه  موسوم به درخت شوراها که به
  است.

سـازي ، برخی مفاهیم پایه دربـاره بهینـه2در ادامه و در بخش 
رور و مـلگوریتم تکامل شـوراهاي شـهر، مطـرح چندهدفه و ا

پردازد. در می MOCCEبه جزئیات الگوریتم  3شوند. بخش می
شـوند. زي و نتایج تجربـی ارائـه میساجزئیات پیاده ،4 بخش

کارهـاي گیري مقاله و پیشنهادهایی بـراي هنیز به نتیج 5بخش 
  بعدي اختصاص دارد.

  زمینهپیش. 2
سازي چندهدفه و در این بخش، برخی مفاهیم پایه درباره بهینه

  شوند.الگوریتم تکامل شوراهاي شهر ارائه و توصیف می

  سازي چندهدفهبهینه .1,2
از یک تابع با بیش  لهسازي یک مساازي چندهدفه به بهینهسبهینه

سازي) سازي چندهدفه (کمینهبهینه لهپردازد. یک مساهدف می

قیـد بـه  ݉عنوان تـابع هـدف و به ݋گیري، متغیر تصمیم ݊با 
  شود:زیر تعریف میصورت 

فضـاي  ܺبردار هـدف،  ݕگیري، بردار تصمیم ݔدر این رابطه، 
  فضاي هدف است. ܻتصمیم و 

حل با توجه بـه سازي چندهدفه، مقایسه دو راهدر مسائل بهینه
اي (یعنی وجود چندین تابع هدف با استفاده از عملگرهاي رابطه

بـر  ݔحـل پذیر نیست. در ایـن حالـت، راهامکان) =و  >، <
یر تمام کند) اگر و تنها اگر، مقادبرتري دارد (غلبه می ’ݔ حلراه

کمتر یا مساوي  ’ݔ حلنسبت به راه ݔحل توابع هدف براي راه
نسبت به  ݔحل بوده و براي حداقل یک تابع، مقدار آن براي راه

 ]. 12کمتر باشد [ ’ݔ حلراه

ݔبردار تصمیم  ):2(غلبگی پرتِو 1تعریف   = ⋯,ଶݔ,ଵݔ) ,   (௡ݔ
ݕبا بردار هـدف  = ⋯,ଶݕ,ଵݕ) ᇱݔبـردار تصـمیم بـر  (௢ݕ, =

⋯,ଶ′ݔ,ଵ′ݔ) , ــردار هــدف  (௡′ݔ ــا ب ᇱݕب = ⋯,ଶ′ݕ,ଵ′ݕ) ,   (௢′ݕ
ݔغلبه دارد ( ≻ ௜ݕرابطه  ) اگر و تنها اگر′ݔ ≤ ௜′ݕ , 1 ≤ ݅ ≤  ݋

، داشته ݆برقرار باشد. علاوه بر این، براي حداقل یک تابع هدف 
௝ݕباشیم:  ≤ در هیچ تابع هدفی بهتر از  ’ݔبه عبارت دیگر،  .௝′ݕ

حل مغلوب راه ’ݔحل شود راهنیست. در این صورت، گفته می ݔ
,ݔ)݁ݐܽ݊݅݉݋݀است که با تابع  ݔ   شود.نشان داده می (’ݔ

 ’ݔبر  ݔحل توان نتیجه گرفت که راهمیبا توجه به این تعریف 
، داشته ݆ غلبه ندارد (نامغلوب) اگر براي حداقل یک تابع هدف

௝ݕباشیم:  ≤   .௝′ݕ
حـل یـک راه ݔکـه  شـودگفته می ):3بهینگی پرتِو( 2تعریف 

هاي موجـود حلنامغلوب است اگر و تنها اگر، هیچکدام از راه
 حلی مثلدر جمعیت فعلی بر آن غلبه نکند. به عبارت دیگر، راه

                                                             
2 Pareto dominance 
3 Pareto optimality 

)1(  

ݕ:݁ݖ݅݉݅݊݅ܯ = (ݔ)݂ = ൫ ଵ݂(ݔ), ଶ݂(ݔ),⋯ , ௡݂(ݔ)൯ 
 :݋ݐ ݐ݆ܾܿ݁ݑܵ
(ݔ)݁ = (݁ଵ(ݔ), ݁ଶ(ݔ),⋯ , ݁௠(ݔ)) ≤ 0 
ܹℎ݁݁ݎ: 
ݔ = ⋯,ଶݔ,ଵݔ) , (௡ݔ ∈ ܺ, 
௜ܮ ≤ ௜ݔ ≤ ௜ܷ , ݅ = 1,2,⋯ ,݊, 
ݕ = ⋯,ଶݕ,ଵݕ) (௢ݕ, ∈ ܻ 
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,ݔ)݁ݐܽ݊݅݉݋݀که مقدار برگشتی تابع  باشد نداشته وجود ’ݔ  (’ݔ
 باشد. trueبرابر 

بـه مجموعـه همـه  ):4مجموعه و جبهه بهینه پرتِو( 3تعریف 
لوب، مجموعـه بهینـه پرتِـو گفتـه هاي (بردارهاي) نامغجواب

هاي نامغلوب، جبهه حلشود و بردارهاي هدف این قبیل راهمی
 .دهندبهینه پرتِو را تشکیل می

  الگوریتم تکامل شوراهاي شهر .2,2
شـهر، شـهردار و هـر شورهاي دموکراتیک، شوراي عالی در ک

کنند. شوراي عالی نیز با تشکیل مسئولان آن شهر را انتخاب می
ها، مناطق و در ها به بزرگترین محلهشوراها از کوچکترین محله
گیرد. اعضاي شوراي یک منطقه سعی نهایت، کل شهر شکل می

ببخشند تا در انتخابات آینده بـه  کنند عملکرد خود را بهبودمی
شورا انتخاب شده و به عنوان عضو شوراي منطقه عنوان رئیس 

محبوبیت، میزان تحصیلات، تجارب  بزرگتر نیز انتخاب شوند.
توانند جزو معیارهاي کارایی در نظر اجرایی و از این دست می

   گرفته شوند. 
تم فراابتکاري یک الگوری )CCE( تکامل شوراهاي شهر الگوریتم

]. 37[ي عالی یک شهر است یند تشکیل شوراگرفته از فرآالهام
ار ساي شوراها در یک سـاختدر این الگوریتم، همه اعضا و رو

اصـطلاح، بـه نـام درخـت مراتبی، همچون درخت (در سلسله
سـه شوند. فرض کنیم یـک شـهر داراي می شوراها) نگهداري

مطابق بـا درخـت باشد. ي محلی و یک شوراي عالی میشورا
) در [1]ܥ)، ریشه درخت ()1(شوراي مرتبط با این شهر (شکل 

کند. سطح یک قرار گرفته و رئیس شوراي عالی را نگهداري می
، [2]ܥهـاي خانـهاعضاي شوراي عالی در سطح دو و در بقیه 
یی قرار خواهند گرفت. با توجه به مفهـوم کـارا [4]ܥو  [3]ܥ

اعضا و روساي شوراها و اینکه روسـا در درخـت شـوراها در 
تـوان چنـین گیرند میقرار می نسبت به اعضاتري سطوح پایین

صورت یک هرم بیشینه است. استنباط کرد که درخت شوراها به
شود، در آرایه نگهداري می به طور معمولدر یک هرم بیشینه که 

بیشـتر یـا  هاي فرزنـدانمقدار هر گره والد از مقادیر همه گره
                                                             
4 Pareto optimal set and front 

و  ݀بـر هر شـورا برا مساوي است. با فرض اینکه، تعداد اعضا
(اندازه آرایه  باشد تعداد کل اعضا ℎارتفاع درخت شوراها برابر 

ܰ بـا ) برابرܥ = 1 + ݀ଵ +⋯+ ݀௛ = (݀௛ − 1)/(݀ − 1) 
ام آرایه باشد اعضا -݆اگر رئیس یک شورا در خانه خواهد بود. 

݀ هايخانه در شورا این × ݆ − ݀ + 2, … , ݀ × ݆ + نگهداري  1
ام -݅کـه در خانـه خواهند شد. برعکس، براي یک عضو شورا 

ቔ௜ିଶرئیس این شورا در خانه  ،است
ௗ
ቕ+ نگهداري خواهد شد.  1

صورت یک بردار با طول به [݅]ܥنکته قابل ذکر این است که هر 
دهنده نمـرات هاي کارایی است که مقادیر آن نشانتعداد ملاك

  هاست.ام شورا در این ملاك-݅عضو 
  

  

  

  

  

  

  ]37[ فرضی شهر یک شوراهاي درخت از اينمونه :)1( شکل

کنید اندازه جمعیت (تعداد اعضا و روسـاي شـورها) و  فرض
 ݉و  ܰهاي کارایی) بـا متغیرهـاي (تعداد ملاكتعداد متغیرها 

ܰماتریس در یک  ܥجمعیت  .نشان داده شوند × نگهداري  ݉
هاي کاندید حلراهسطر)،  ܰشود که سطرهاي این ماتریس (می

رایی ت که مجموع کاواضح اس کنند.را مشخص می ݉به طول 
هـاي ارزیـابی، میـزان مـلاكحـل) در (نمرات) یک عضو (راه

بـا یـک  CCEالگـوریتم دهد. حل را نشان میزندگی آن راهبرا
صورت تصادفی تولید هاي کاندید که بهحلجمعیت اولیه از راه

در ادامه، دو مرحله تبدیل کند. فرآیند تکامل را آغاز میاند، شده
(مـلاك) و بـه تعـداد متغیـر  ݉ازاي هر کدام از و تکامل را به

  کند.) تکرار میݏ݊݋݅ݐܽݎ݁ݐܫݔܽ݉شده توسط کاربر (مشخص 
  شود.به یک هرم بیشینه تبدیل می ܥ: آرایه مرحله تبدیل •

 

 رئیس و اعضا شوراي عالی

 1محله  شوراي

 

   

 2شوراي محله 

 

   

 3شوراي محله 

 

   

 سطح 
C[1] 

C[2] C[3] C[4] 

C[7] C[6] C[5] C[10] C[9] C[8] C[13] C[12] C[11] 

3 

2 

1 
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راها از : برازندگی (کارایی) همه اعضاي شومرحله تکامل •
آخرین سطح درخت با استفاده  تا درخت) (ریشه یک سطح

بـراي  improveکند. تـابع بهبود پیدا می improveاز تابع 
بـا عنوان عضو شـورا) ر عضو جمعیت (بهبهبود کارایی ه
اسـتفاده عنوان رئـیس شـورا) تر (بهشایسته توجه به عضو

کند کند. این تابع که از روش ترکیب ریاضی استفاده میمی
 ܻعنوان عضو شورا) و (به ܺ هايدو عضو جمعیت با نام

هـاي به همراه شماره ملاك و کرانعنوان رئیس شورا) (به
را در  ܺپایین و بالاي ملاك مورد نظر را گرفته و کارایی 

 دهد.افزایش می ܻام با توجه به -ݎܿملاك 

که به صورت یک هرم بیشینه با توجه به تعریف درخت شوراها 
داراي بیشترین برازندگی خواهد  [1]ܥاست. در پایان الگوریتم، 
، )2(شود. شکل حل به کاربر اعلام میبود و به عنوان بهترین راه

  دهد.را نشان می CCEفلوچارت الگوریتم 

  . الگوریتم تکامل شوراهاي شهر چندهدفه3
در طـی  CCEطورکه در بخش قبلی عنوان شد، الگوریتم همان

جمعیت جـاري را در یـک هاي موجود در حلفرآیند اجرا، راه
درخت شوراها که به صورت یک هرم بیشینه است، نگهـداري 

هدفه که فقط با یک تابع هدف سازي تککند. در مسائل بهینهمی
مواجه هستیم امکان ایجاد چنین درختی وجود دارد در حالی که 

تـوان سازي چندهدفه با چندین تابع هدف نمیدر مسائل بهینه
ص کرد که کدام یکی والد دیگـري شـود. حل مشخبین دو راه

نحـوه ایجـاد  MOCCEدر الگـوریتم  بنابراین، مهمترین مساله
درخت شوراها هست. براي به دست آوردن مقدار هدف واحد 

تابع هدف را در یک وزنی (ضریبی)  هر مقدار حل،راه هر ازايبه
آوریـم. آرایـه جمع آنها را به دسـت مـیضرب کرده و حاصل

weightsCF کند که در ابتدا مقـادیر ها را نگهداري میاین وزن
ଵاولیه آنها یکسان و برابر 
௢

تعداد توابع هدف را نشـان  oاست ( 
 دهد).می

 3کردن مجموعه بهینه پرتِو با استفاده از تعریف  بعد از مشخص
، مقادیر وزن توابع هدف (آرایه Archive ها در آرایهو ذخیره آن

weightsCF شود: با این فرض کـه صورت محاسبه می) به این

باشـد، می Archiveهاي موجود در آرایه حلتعداد راه ℎܿݎܣ݊
 ݋بـه طـول  temp)، مقـادیر آرایـه 2ابتدا با استفاده از رابطـه (

  شوند.محاسبه می

[݆]݌݉݁ݐ )2(  = ෍ ௝݂(ܿݎܣℎ݅݁ݒ[݅])
∑ ௞݂(ܿݎܣℎ݅݁ݒ[݅])௡஺௥௖௛
௞ୀଵ

௡஺௥௖௛

௜ୀଵ

,

1 ≤ ݆ ≤  ݋

از  weightsCF، عناصر آرایه tempبعد از محاسبه عناصر آرایه 
 شوند.) محاسبه می3رابطه (

[݆]ܨܥݏݐℎ݃݅݁ݓ  )3( =
[݆]݌݉݁ݐ

∑ ௢[݇]݌݉݁ݐ
௞ୀଵ

, 1 ≤ ݆ ≤  ݋

  
  ]CCE ]37 الگوریتم فلوچارت ):2( شکل

صورت تصادفی را به Cجمعیت اولیه 
 مقداردهی کنید.

rep ← 1 

crit < m 

 

عنوان جواب با بیشترین برازندگی را به C[1]حل راه
 نمایش دهید.

را محاسبه کرده و آرایه  Cمقدار برازندگی جمعیت 
C .را به هرم بیشینه تبدیل کنید 

crit ← 1 

و  crit ازاي ملاكبه  i =1, 2, ..., Nرا براي  [݅]ܥکارایی عضو 
 بهبود دهید.  improve با استفاده از تابع

rep < maxIterations 

N        m        d        maxIteration 

 خیر

 خیر

crit

 = crit
+ 1
 rep = rep 

+ 1
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تابع هدف  3سازي بهینه لهمثال، فرض کنید که یک مسا عنوانبه
موجود  حلراه 4) و مقادیر توابع هدف براي o = 3دارد (یعنی 

  زیر باشد: ) به صورتArchiveدر مجموعه بهینه پرتِو (
(0.12, 0.38, 0.21) 
(0.22, 0.15, 0.43) 
(0.49, 0.17, 0.11) 
(0.35, 0.31, 0.20) 

را با استفاده از  temp. ابتدا مقادیر آرایه است nArch = 4یعنی 
خواهد  (1.20 ,1.21 ,1.48)کنیم که برابر ) محاسبه می2رابطه (

  شود:به صورت زیر محاسبه می temp[1]بود. براي مثال، مقدار 

[1]݌݉݁ݐ =
0.12

0.12 + 0.38 + 0.21 +
0.22

0.22 + 0.15 + 0.43
+

0.49
0.49 + 0.17 + 0.11

+
0.35

0.35 + 0.31 + 0.20 = 1.48 

را با  weightsCF، عناصر آرایه tempبعد از محاسبه عناصر آرایه 
 (0.31 ,0.31 ,0.38)ابر کنیم که برمی محاسبه )3( رابطه از استفاده

زیـر به صـورت  weightsCF[1] خواهد بود. براي مثال مقدار
  شود:محاسبه می

[1]ܨܥݏݐℎ݃݅݁ݓ =
1.48

1.48 + 1.21 + 1.20 = 0.38 

  
)، باید weightsCFبعد از محاسبه مقادیر وزن توابع هدف (آرایه 

بـه  sortPopulationرا بـا اسـتفاده از تـابع  ܯجمعیت فعلـی 
تبـدیل  ،باشدشوراها که به صورت یک هرم بیشینه میدرخت 

مقـدار واحـدي از ها، حلازاي هر کدام از راه، بهکنیم. در واقع
ها دست آمده در آرایه وزنه اساس ضرایب ب توابع هدف را بر

)weightsCFها حلراهه کرده و با توجه به این مقادیر، ) محاسب
شود مقدار ن باعث میکنیم که ایرا به صورت نزولی مرتب می

هر گره از مقادیر همه فرزندان آن بیشتر شود (یعنی آن گره، از 
هاي حلبه اینکه راه وجهت با است). تربرازنده خود فرزند هايگره

هاي سطح بالاي درخـت شـوراها (نزدیـک بـه موجود در گره
هاي موجود در سطوح پایین حلهاي درخت) نسبت به راهبرگ

شـوند، بنـابراین ابتـدا شه درخت) بهبود داده میری (نزدیک به
هاي حلراه تمام (شامل ’ܯ زیرجمعیت دو به را ܯ فعلی جمعیت

کنیم. تقسیم میهاي مغلوب) حلمل تمام راه(شا ”ܯ و نامغلوب)

و  ’ܯهاي هاي موجود در زیرجمعیتحلسپس هر کدام از راه
کرده و سپس  ه صورت نزولی مرتبرا به صورت جداگانه ب ”ܯ

شود کنیم. این کار باعث میکپی می ܯها را دوباره در جمعیت آن
هـاي حلهاي نامغلوب در سطوح پایین درخت و راهحلکه راه

  مغلوب در سطوح بالاي درخت قرار بگیرند.
نیز  MOCCEمشابه با الگوریتم فراابتکاري چندهدفه، الگوریتم 

ر ابتدا به صورت تصـادفی ها که دحلاي از راهبا جمعیت اولیه
شود. بعد از محاسبه برازندگی جمعیـت اند، آغاز میتولید شده

 هاي نامغلوب جمعیت فعلـی،حلایجاد آرشیوي از راه فعلی و

هاي تابع شوند که تعداد فراخوانیمراحل زیر تا وقتی تکرار می
شده) کمتر بینی(حداکثر مقدار پیش FESmaxبرازندگی از مقدار 

  است:
بندي فضاي هدف کشف شده (آرشیو) با توجه شبکه: 1مرحله 

  )ߙ( 5به اندازه شبکه و پارامتر تورم شبکه
هاي نامغلوب در حلمحاسبه موقعیت هر کدام از راه: 2مرحله 

 شبکه ایجاد شده

  )weightsCF: محاسبه مقادیر وزن توابع هدف (آرایه 3مرحله 
متغیـر  ݉ر کـدام از ازاي هـ: انجام دو مرحله زیر بـه4مرحله 

  ها:حلراه (ملاك) و براي هر یک از
جمعیت فعلی به یک هرم بیشینه با استفاده  تبدیل :1-4مرحله 
    sortPopulationاز تابع 
) بـا اسـتفاده از تـابع childحـل فعلـی (بهبود راه :2-4مرحله 

Improve والدش در  )1( حل زیر:و با توجه به میانگینِ دو راه
انتخـاب  selectLeaderرهبرش که توسط تـابع  )2و (درخت 

 6) و فشار انتخابArchiveشود. این تابع پارامترهاي آرشیو (می
 حل را به صورت زیر) را به عنوان ورودي گرفته و یک راهߚ(

ایـن تـابع در ابتـدا گردانـد. عنوان رهبر برمیانتخاب کرده و به
مغلوب است را حل ناحداقل یک راه هاي شبکه که شاملخانه

کند ها را پیدا میموجود در آنهاي نامغلوب حلهمراه تعداد راهبه
) احتمال انتخاب هر خانـه را 4). سپس با استفاده از رابطه (݇(

رولت از محاسبه احتمالات، از روش چرخ  کند. بعدمحاسبه می

                                                             
5 Grid Inflation Parameter 
6 Selection Pressure 
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نهایـت، کند و در ها را انتخاب میز خانهاستفاده کرده و یکی ا
را بـه صـورت هایی که در این خانه قرار دارند حلراهیکی از 

 کند.تصادفی انتخاب می

)4(  ܲ = ݇ିఉ 

جایگزین را مغلوب کند  child حلراه )،ܻ( بهبودیافته حلراه اگر
) را ܻحل بهبودیافته (، راهchildحل آن خواهد شد. ولی اگر راه

صورت، در غیر این گیرد. هیچ تغییري صورت نمی ،مغلوب کند
حل ، راه%50با احتمال  ،یعنی هیچکدام همدیگر را مغلوب نکنند

  شود.می childجایگزین  ܻ

روزرسانی جمعیت فعلی و به نامغلوب اعضاي محاسبه :5 مرحله
 آرشیو موجود

هـاي نـامغلوب در حلاز راه ℎܿݎܣ݊نگهداري تعداد  :6مرحله 
  هاآرشیو و حذف اضافه

در دهـد. را نشان می MOCCEد الگوریتم ک، شبه)1الگوریتم (
تصـادفی  این الگوریتم، جمعیت اولیه به صـورت 6-2خطوط 

، 7در خـط شـود. تولید شده و برازندگی آنها نیز محاسـبه مـی
هاي نامغلوب جمعیت فعلی با استفاده از تابع حلآرشیوي از راه
getNonDom شود. کـارِ اصـلی الگـوریتم بـا تکـرار ایجاد می

هاي تابع برازندگی تا موقعی که تعداد فراخوانی whileي حلقه
شده) کمتـر باشـد بینی(حداکثر مقدار پیش FESmaxاز مقدار 

فضاي هدف کشف  9). در خط 29-8شود (خطوط شروع می
و با توجه به  createHypercubesشده (آرشیو) با استفاده از تابع 

سـپس بـا بندي شده و رامتر تورم شبکه شبکهزه شبکه و پااندا
کدام از  اندیس محل قرارگیري هر setGridIndexاستفاده از تابع 

، مقادیر وزن 11شوند. در خط هاي نامغلوب مشخص میحلراه
بــا اســـتفاده از تـــابع )، weightsCFتوابــع هـــدف (آرایـــه 

computeWCF ازاي ، بـه26-12شوند. در خطوط محاسبه می
یـک هـرم غیر (ملاك)، ابتدا جمعیت فعلی بـه مت ݉هرکدام از 

هر تبدیل شده سپس  sortPopulationبیشینه با استفاده از تابع 
و بـا توجـه بـه  Improveها، با اسـتفاده از تـابع حلراهیک از 

 selectLeaderحل رهبر که توسط تابع حل والد و راهمیانگینِ راه
، اعضـاي 27شوند. در خـط د داده میانتخاب شده است، بهبو

ــی محاســبه شــده و آرشــیو موجــود  ــت فعل ــامغلوب جمعی ن
ــز تعــداد  28و در خــط شــود مــی روزرســانیبه از  ℎܿݎܣ݊نی

ها حـذف هاي نامغلوب در آرشیو نگهداري شده اضافیحلراه
هاي حلعنوان راهشوند. در پایان الگوریتم، مجموعه آرشیو بهمی

  شوند.ربر اعلام مینامغلوب به کا

  MOCCE الگوریتم کدشبه ):1( الگوریتم
Algorithm 1 The MOCCE algorithm  

Input: FESmax, N, lb, ub, dim, d, height, nArch, nGrid, α,   
β, γ,  f; 
Output: The best non-dominated solutions; 
1:   nfe = 0;  
2:   for i = 1 to N do 
3:       M [i].pos = lb + (ub-lb)*rand; 
4:       M [i].cost = f (M [i].pos);  
5:        nfe = nfe + 1;  
6:    end 
7:   Archive = getNonDom (M);  
8:  while nfe <= FESmax do   
9:         Grid = createHypercubes (Archive, nGrid, α); 
10:       setGridIndex (Archive, Grid); 
11:       weightsCF = computeWCF (Archive); 
12:       for g = 1 to dim do  
13:     M = sortPopulation (M, weightsCF); 
14:             for i = 1 to N do 
15:             child = M[i];  
16:      if i == 1 then parent = child;  

17:      else parent = M[݂݈ݎ݋݋ ቀ௜ିଶ
ௗ
ቁ+ 1 ]; end  

18:      leader = selectLeader (Archive, β); 
19:      X = (parent.pos + leader.pos)/2; 
20:      Y = improve (child, X, g, lb, ub); nfe = nfe + 4; 
21:      if dominates (Y, child) then M[i] = Y; 
22:      elseif  dominates (child, Y) then nothing; 
23:      elseif rand <0.5 then M[i] = Y; 
24:      end 
25: end 
26:       end    

27:      Archive = Archive ∪ getNonDom (M); 
28:      deleteExtra (Archive, nArch, γ);    
29:  end  
30:  return Archive; 
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 پیچیدگی الگوریتم ارائه شده .1,3

، ابتدا توابع کلیـدي MOCCEبراي محاسبه پیچیدگی الگوریتم 
سپس به کل  ، را بررسی کرده واندکه در الگوریتم فراخوانی شده

 MOCCEکـد الگـوریتم پردازیم. با توجه به شـبهالگوریتم می
ایـن الگـوریتم  )، توابع کلیدي به صورت زیر در)1((الگوریتم 

  شوند: فراخوانی می

حل را با تمـام : چون این تابع، هر راهgetNonDomتابع  .1
کند، لذا پیچیدگی این تابع از هاي دیگر مقایسه میحلراه

 است؛  (ଶܰ)ܱمرتبه 

از  setGridInde و createHypercubesپیچیدگی توابـع  .2
 است؛  (ܿ݊ݑܨ݊)ܱمرتبه 

 )2(هاي با توجه به رابطه computeWCFپیچیدگی تابع  .3
ܿ݊ݑܨ݊)ܱ، از مرتبه )3( و ×  خواهد بود؛  (ℎܿݎܣ݊

بــه ر ابتــدا جمعیـت موجــود را د sortPopulationتـابع  .4
)، سپس جمعیت (ܰ)ܱصورت یک هرم بیشینه درآورده (

ند (به روش کغیرمغلوب و مغلوب را جداگانه مرتب می
پیچیـدگی آن از مرتبـه  نسـازي حبـابی)، بنـابرایمرتب

ܱ(ܰ + ݉݋݀ × ݉݋݀ + (ܰ− (݉݋݀ × (ܰ− و  ((݉݋݀
هد بـود، بـا ایـن فـرض کـه تعـداد خوا (ଶܰ)ܱبرابر با 

 )، و ܰباشد (حداکثر  ݉݋݀هاي مغلوب برابر حلراه

از مرتبـه  deleteExtraو   selectLeaderپیچیدگی توابع  .5
 باشد. می (ℎܿݎܣ݊)ܱ

یچیدگی توابع مورد استفاده، به کـل الگـوریتم بعد از محاسبه پ
اسـت.  (ܰ)ܱاز مرتبـه  6تـا  2پردازیم. پیچیدگی خطـوط می

فراخـوانی شـده  getNonDomکه در آن تابع  7پیچیدگی خط 
در یـک حلقـه بـه تعـداد  28تا  9است. خطوط  (ଶܰ)ܱبرابر 

شود که پیچیدگی ایـن قسـمت در مقـدار تکرار می ݔܽ݉ܵܧܨ
شود. به طور خلاصه، پیچیدگی الگوریتم ضرب می ݔܽ݉ܵܧܨ
MOCCE ) ید.آدست میه ) ب5به صورت رابطه  

)5(  

ܱ ቀܰ + ܰଶ + ݔܽܯܵܧܨ
× ൫݊ܿ݊ݑܨ + ܿ݊ݑܨ݊
+ ܿ݊ݑܨ݊ × ℎܿݎܣ݊ + ݀݅݉
× (ܰଶ +ܰ × ℎܿݎܣ +ܰଶ

+ ℎ)൯ቁܿݎܣ݊
=  ܱ൫ܰଶ + ݔܽܯܵܧܨ
× ×ܿ݊ݑܨ݊ ) ℎܿݎܣ݊
+  ݀݅݉ × ܰଶ)൯ 

 نتایج تجربی. 4

را از نظر معیارهـاي  MOCCEدر این بخش، کارایی الگوریتم 
) و بیشـینه IGD)، فاصله نسـلی معکـوس (GD(فاصله نسلی 
چندهدفه شناخته شـده  تابع آزمون 18، روي )MSگستردگی (
] مورد بررسی قـرار داده و 38[ IMOP]  و UF ]12موسوم به 

، MOALOهـاي الگـوریتمدسـت آمـده را بـا نتـایج ه نتایج بـ
MOSMA  وMOAHA کنیم. مقایسه میGD  یک معیار ارزیابی

هاي بهینه پرتِو محاسبه حلبراي تخمین فاصله اقلیدسی میان راه
و با استفاده از رابطه هاي بهینه پرتِو درست بوده حلشده و راه

 :]39[ شود) محاسبه می6(

ܦܩ  )6( =
∑ ݀௜ଶ௟
௜ୀଵ

2  

فاصله  ௜݀و  هاي بهینه پرتِو محاسبه شدهحلراه تعداد ݈در اینجا، 
بهینـه پرتِـو محاسـبه شـده و  حـلاهامـین ر-݅اقلیدسی مـابین 

 IGDباشد. در حالی که حل بهینه پرتِو درست مینزدیکترین راه
هاي حلبک معیار ارزیابی براي محاسبه فاصله اقلیدسی میان راه

باشد می پرتِو محاسبه شدههاي بهینه حلو راه بهینه پرتِو درست
شـود بـا ایـن محاسبه می) 6] و با استفاده از همان رابطه (40[

بـه  ௜݀هاي بهینـه پرتِـو درسـت و حلبه تعداد راه ݈ تفاوت که
نزدیکترین  و درست پرتِو بهینه حلراه امین-݅ بین اقلیدسی فاصله

  اشاره دارند. ،حل بهینه پرتِو محاسبه شدهراه
MS  به گستردگی جبهه بهینه پرتِو پیدا شده اشاره دارد که باید

 ازاي هـر هـدف، بایـد دامنـهکـه بـه به این معنی ،بیشینه شود
هاي بهینـه پرتِـو پیـدا شـده تحـت حلاي از مقادیر راهگسترده

  شود:) محاسبه می7پوشش قرار بگیرد. این معیار از رابطه (
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ܵܯ = ඩ
1
෍݋

ቆ
݉݅݊( ௜݂

௠௔௫ ൫ݔܽ݉−(௜௠௔௫ܨ, ௜݂
௠௜௡ ௜௠௜௡൯ܨ,

௜௠௔௫ܨ ௜௠௜௡ܨ−
ቇ
ଶ

 
௢

௜ୀଵ

 

)7(  

௜݂تعداد توابع هدف،  ݋که 
௠௔௫ و ௜݂

௠௜௡ ترتیب به بزرگترین و به
اشاره  ،امین هدف در جبهه بهینه پرتِو پیدا شده-݅کمترین مقادیر 

دهنده بزرگترین و کمترین نشان ௜௠௜௡ܨو  ௜௠௔௫ܨدارند. همچنین 
 امین هدف در جبهه بهینه پرتِو درست هستند.-݅مقادیر 

IMOP  که آزمون با جبهه بهینه پرتو نامنظم است یک مجموعه
ــامل  ــابع  8ش ــه  IMOP8 ... و ،IMOP1 ،IMOP2ت ــت ک اس
IMOP1، IMOP2 و IMOP3  داراي دو تابع هدف وIMOP4 

 IMOP2و  IMOP1داراي سه تابع هـدف هسـتند.  IMOP8 تا
داراي جبهه بهینه پرتو محدب و مقعر هستند. جبهه بهینه پرتـو 

  IMOP4یک منحنی ناپیوسته چندبخشی اسـت. IMOP3تابع 
داراي جبهه بهینه پرتو به صورت یک خط موجی است. جبهه 

اي شکل تشکیل شـده وجه دایره 8از  IMOP5بهینه پرتو تابع 
تـو بـا چنـدین شـبکه پرنیز داراي جبهه  IMPOP6تابع است. 

بخشی از یک هشتم یک  IMOP7باشد. جبهه بهینه پرتو تابع می
، جبهـه بهینـه پرتـو IMOP8کره هست در حالی که براي تابع 
قطعه  100رسد اما در واقع از مانند یک صفحه پیوسته به نظر می

  کوچک ناپیوسته تشکیل شده است. 
سـتجوي نیـز فضـاهاي ج UF تـابع آزمـون، IMOPمشابه بـا 

هاي بهینه پرتِو محدب، غیرمحدب، چندهدفه متفاوتی را با جبهه
با  تابع آزمون 10شامل  UFدهد. ناپیوسته و چندوجهی ارائه می

است که تعـداد توابـع هـدف  UF10 ... و ،UF1، UF2هاي نام
 3برابـر UF10  تـا UF8و بـراي  2برابـر  UF7تـا  UF1براي 

آزمـون رسی به ایـن توابـع دست پیوند، )2(باشد. در جدول می
 موجود است.

است  ݀داراي یک پارامتر اختصاصی با نام  MOCCE الگوریتم
ست و ا دهنده تعداد فرزندان هر گره در درخت شوراهاکه نشان

باشد. مشابه بـا می CCEجزو پارامترهاي اختصاصی الگوریتم 
 عمومیپارامتر  8این الگوریتم داراي  گرفته، نظر در هايالگوریتم

و مقادیر مناسب این پارامترها را  شرح، اسامی، )2(جدول است. 

داراي  MOCCEجـز هـا بـه الگوریتم دهد. چون بقیهینشان م
پارامتر اختصاصی نیستند، لذا فقط پارامترهاي عمومی در جدول 

بـراي  ݀اند. لازم به ذکر است که مقدار پارامتر آورده شده )2(
  گرفته شده است.ظر در ن 2برابر  MOCCEالگوریتم 

هـا نتایج گزارش شده در جداول نتایج حاصل اجراي الگوریتم
باشند. نتـایج، بار می 20روي هر کدام از توابع آزمون به تعداد 

) است. در Std) و انحراف معیار (Aveشامل معیارهاي میانگین (
سازي و اجراي همه پیکربندي پیاده عادلانه، مقایسه جهت ضمن،
 CPU Intel Core i5و  2017افزار متلب نسخه ها با نرمیتمالگور

اند. در این صورت یکسان در نظر گرفته شدهبه RAM 6GBو 
فریدمن جهت محاسبه میانگین رتبه هر الگوریتم  آزمون از مقاله،

شود که یک آزمون فرضیه آماري ناپارامتریک بوده و استفاده می
  ]. 41شود [رتبط استفاده میهاي مبراي مقایسه چندگانه نمونه

  هاالگوریتم پارامترهاي براي مناسب مقادیر و توصیف اسامی، :)2( جدول
  مقدار مناسب  توصیف  اسم پارامتر

 40  اندازه جمعیت ܰ

 100 اندازه آرشیو ℎܿݎܣ݊

 100000  هاي تابع برازندگیحداکثر تعداد فراخوانی ݔܽ݉ܵܧܨ

 10 اندازه شبکه ݀݅ݎܩ݊

 10  هاي کارایی)تعداد متغیرها (تعداد ملاك ݉݅݀

 1/0 اندازه تورم شبکه ߙ

 4 فشار انتخاب براي انتخاب رهبر ߚ

  2 فشار انتخاب براي حذف از آرشیو ߛ

  پیوند دسترسی به توابع آزمون
https://www.mathworks.com/matlabcentral/fileexchange/13598

4-uf-and-imop-test-functions 

هـا را الگـوریتمه هم) نتایج حاصل از اجراي 8) تا (3(جداول 
از نظر معیارهاي فاصله نسلی  IMOPو  UF آزمونروي توابع 

)GD) فاصله نسلی معکوس ،(IGD) و بیشنیه گستردگی (MS (
، UF آزمـوندهد. مطابق با این جداول، در همه توابع نشان می
لحـاظ از  هـااولین رتبه را در بین الگوریتم MOCCEالگوریتم 

همچنـین، سب کرده است. ک MSو  GD ،IGDهمه معیارهاي 
از لحاظ  IMOP آزموناین الگوریتم اولین رتبه را در همه توابع 
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بـه  MSو  IGDو دومین رتبه را از لحاظ معیارهاي  GDمعیار 
  خود اختصاص داده است. 
ون فریدمن بـراي مقایسـه چندگانـه در این مقاله، علاوه بر آزم

دار ویلکاکسون نیز جهـت ها، آزمون رتبه علامترتبه الگوریتم
هـاي دیگـر گوریتمالبا هر کدام از  MOCCEمقایسه الگوریتم 

ک آزمون فرضـیه آمـاري آزمون ویلکاکسون یشود. استفاده می
هـاي تواند براي مقایسه دوگانه نمونـهکه می استناپارامتریک 

این آزمون داراي خروجی بـه صـورت ]. 42بکار رود [ مرتبط
-/R+/R=R  کـه الگـوریتم دهد نشان میتعداد توابعی را  کهاست

MOCCE ـــه  داراي ـــبت ب ـــان نس ـــرد بهتر/بدتر/یکس عملک
مون داراي خروجـی علاوه، این آزهاي دیگر است. بهالگوریتم

 p-valueمقدار به  که است ).Asymp. Sig همان (یا تصمیم معیار
دهنده ایـن نشان 05/0از که کمتر بودن مقدار آن  معروف است

و  MOCCE الگـوریتمبین عملکـرد  است که تفاوت معناداري
، نتایج حاصل از اجراي )9(ها وجود دارد. جدول سایر الگوریتم

، R-دهد. مطابق با ایـن جـدول، مقـادیر این آزمون را نشان می
الگـوریتم دهـد باشند که نشان میمی R+بسیار بیشتر از مقادیر 

MOCCE هاي دیگـر داراي عملکرد بهتري نسبت به الگوریتم
 MOSMAبا  MOCCEهاي مقایسهازاي به چون ضمن در است.

ازاي مقایسـه اسـت و بـه 05/0کمتر از  p، مقدار MOALOو 
MOCCE  باMOAHA ، مقدارp  توانمیاست،  05/0بیشتر از 

تفــاوت معنـاداري بــا  MOCCE کــه الگـوریتم گرفـتنتیجـه 
هاي دارد، اما بین الگوریتم MOALO و MOSMAهاي الگوریتم

MOCCE  وMOAHA  .علاوه بر تفاوت معناداري وجود ندارد
دست آمده با ه ، مجموعه بهینه پرتِو ب)4(و  )3(هاي این، شکل

  دهند.را نشان می MOCCE الگوریتم

  UF آزمون توابع روي )GD (معیار هاالگوریتم نتایج ):3( جدول
 MOCCE MOAHA MOSMA MOALO 

UF1 
Avg 0.0003 0.0041 0.00012 0.00848  
Std 0.0001 0.00456 0.00001 0.00516  

UF2 
Avg 0.00025 0.00122 0.0009 0.02904  
Std 0.00004 0.00009 0.00041 0.03831  

UF3 
Avg 0.01087 0.00838 0.00362 0.02894  
Std 0.00383 0.00527 0.00261 0.01882  

UF4 
Avg 0.00392 0.0042 0.00458 0.00469  
Std 0.00019 0.00009 0.00006 0.00053  

UF5 
Avg 0.00712 0.01524 0.01916 0.18134  
Std 0.00136 0.00306 0.0222 0.0199  

UF6 
Avg 0.00989 0.11417 0.00186 0.08056  
Std 0.00218 0.11223 0.00261 0.03933  

UF7 
Avg 0.00043 0.00154 0.00025 0.00777  
Std 0.00013 0.00065 0.00019 0.0023  

UF8 
Avg 0.00123 0.1102 0.08487 0.03095  
Std 0.00029 0.01945 0.102 0.01236  

UF9 
Avg 0.00465 0.10968 0.031 0.0389  
Std 0.00202 0.03856 0.00391 0.02745  

F10 
Avg 0.00179 1.22294 0.00092 0.40671  
Std 0.0008 0.05325 0.00019 0.09135  

Friedman Test 
Mean Rank 1.60 3.10 1.80 3.50 

Rank 1 3 2 4 
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 UF آزمون توابع روي )IGD (معیار هاالگوریتم نتایج ):4( جدول

 MOCCE MOAHA MOSMA MOALO 

UF1 
Avg 0.01285 0.01211 0.04243 0.11467 
Std 0.00097 0.00167 0.00242 0.01209 

UF2 Avg 0.00803 0.01267 0.02835 0.08776 
Std 0.00079 0.0013 0.00156 0.01969 

UF3 Avg 0.10955 0.35799 0.08661 0.5993 
Std 0.01744 0.02487 0.0128 0.109 

UF4 Avg 0.04011 0.03923 0.04434 0.08237 
Std 0.00182 0.00058 0.00078 0.02068 

UF5 Avg 0.07002 0.16434 0.3908 1.12983 
Std 0.01133 0.01988 0.102 0.20405 

UF6 Avg 0.10832 0.15177 0.11596 0.52478 
Std 0.06102 0.06641 0.0222 0.27023 

UF7 Avg 0.02284 0.01106 0.01739 0.09658 
Std 0.0054 0.00057 0.00201 0.0158 

UF8 Avg 0.13993 0.13497 0.29876 0.37075 
Std 0.01615 0.00631 0.0128 0.05629 

UF9 Avg 0.06461 0.07765 0.25876 0.31445 
Std 0.01029 0.00745 0.00229 0.09327 

UF10 
Avg 0.12476 0.31462 0.39607 1.54821 
Std 0.01325 0.01619 0.0947 0.5343 

Friedman Test 
Mean Rank 1.60 1.80 2.60 4.00 

Rank 1 2 3 4 

 UF آزمون توابع روي )MS (معیار هاالگوریتم نتایج ):5( جدول

 MOCCE MOAHA MOSMA MOALO 

UF1 
Avg 1.3499 0.48687 1.06433 1.19877 
Std 0.2113 0.31518 0.23150 0.20216 

UF2 Avg 0.82817 0.25009 1.21619 1.64531  
Std 0.07934 0.03491 0.13330 0.16741 

UF3 Avg 1.22379 1.44716 1.39777 1.12943 
Std 0.13266 0.31786 0.16015 0.11152 

UF4 Avg 1.08845 0.27639 0.94874 1.02313 
Std 0.05889 0.04347 0.14161 0.14401 

UF5 Avg 1.8917 1.76628 0.99517 1.21441 
Std 0.11811 0.05814 0.01936 0.15362 

UF6 Avg 1.5454 1.56929 1.00158 1.04516 
Std 0.26393 0.25819 0.00160 0.01725 

UF7 Avg 1.46824 0.32605 0.96642 1.39706 
Std 0.06049 0.0487 0.16564 0.16499 

UF8 Avg 1.32235 1.00967 1.10090 1.31489 
Std 0.01616 0.30715 0.09679 0.11577 

UF9 Avg 0.88352 1.001 1.11281 1.38943 
Std 0.06084 0.17068 0.05751 0.07445 

UF10 
Avg 1.41976 0.52542 1.07452 1.41131 
Std 0.07117 0.08173 0.06601 0.06711 

Friedman Test 
Mean Rank 3.20 1.90 2.10 2.80 

Rank 1 4 3 2 
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  IMOP آزمون توابع روي )GD (معیار هاالگوریتم نتایج ):6( جدول
 MOCCE MOAHA MOSMA MOALO 

IMOP1 
Avg 0.00001 0.00004 0.03404 0.00013 
Std 0.00001 0.00001 0.00125 0.00016 

IMOP2 
Avg 0.00001 0.00020 0.00515 0.00593 
Std 0.00000 0.00016 0.00534 0.00515 

IMOP3 
Avg 0.00185 0.00193 0.01237 0.00348 
Std 0.00173 0.00119 0.00107 0.00166 

IMOP4 
Avg 0.00002 0.00150 0.02871 0.03713 
Std 0.00001 0.00033 0.02031 0.02451 

IMOP5 
Avg 0.00035 0.00168 0.00386 0.00000 
Std 0.00001 0.00007 0.00080 0.00000 

IMOP6 
Avg 0.00040 0.00320 0.05475 0.01046 
Std 0.00001 0.00090 0.03897 0.00551 

IMOP7 
Avg 0.00232 0.00135 0.02358 0.01145 
Std 0.00458 0.00014 0.00507 0.01226 

IMOP8 
Avg 0.00678 0.01221 0.06104 0.03129 
Std 0.00085 0.00082 0.02814 0.01187 

Friedman Test 
Mean Rank 1.25 2.00 3.75 3.00 

Rank 1 2 4 3 

 IMOP آزمون توابع روي )IGD (معیار هاالگوریتم نتایج ):7( جدول

 MOCCE MOAHA MOSMA MOALO 

IMOP1 
Avg 0.57920 0.08472 0.49059 0.16354 
Std 0.10139 0.00260 0.10628 0.06290 

IMOP2 
Avg 0.34743 0.10976 0.29143 0.51038 
Std 0.12599 0.01392 0.05591 0.24841 

IMOP3 
Avg 0.12676 0.16682 0.50325 0.09305 
Std 0.04446 0.00313 0.11569 0.02492 

IMOP4 
Avg 0.47196 0.14407 0.48560 0.35652 
Std 0.17573 0.04762 0.09367 0.14569 

IMOP5 
Avg 0.40717 0.22467 0.56900 0.71298 
Std 0.04299 0.03041 0.02128 0.00000 

IMOP6 
Avg 0.28303 0.17931 0.54018 0.45419 
Std 0.03423 0.03763 0.05583 0.00791 

IMOP7 
Avg 0.60277 0.33191 0.52446 0.84290 
Std 0.17714 0.05369 0.02399 0.15706 

IMOP8 
Avg 0.24184 0.21809 0.71596 0.57729 
Std 0.02425 0.02806 0.04916 0.08753 

Friedman Test 
Mean Rank 2.63 1.25 3.25 2.88 

Rank 2 1 4 3 
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  UF آزمون توابع روي MOCCE الگوریتم از آمده دست هب پرتِو بهینه مجموعه ):3( شکل
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  IMOP آزمون توابع روي MOCCE الگوریتم با آمده دست هب پرتِو بهینه مجموعه ):4( شکل
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  IMOP آزمون توابع روي MOCCE الگوریتم با آمده دست هب پرتِو بهینه مجموعه ):4( شکل ادامه

  

  IMOP آزمون توابع روي )MS (معیار هاالگوریتم نتایج ):8( جدول
 MOCCE MOAHA MOSMA MOALO 

IMOP1 
Avg 1.06819 0.94579 1.42164 1.43902 

Std 0.05528 0.00897 0.10662 0.32829 

IMOP2 
Avg 1.26031 1.15801 1.56909 1.44119 
Std 0.38454 0.06535 0.28765 0.38553 

IMOP3 
Avg 1.40578 1.52993 1.74366 1.67845 
Std 0.13130 0.03319 0.12057 0.05808 

IMOP4 
Avg 1.57230 1.21758 1.54812 1.37886 
Std 0.41840 0.11060 0.20374 0.08276 

IMOP5 
Avg 1.02386 0.63850 0.96379 1.00000 
Std 0.04822 0.02501 0.07361 0.00000 

IMOP6 
Avg 1.18548 0.75281 1.10523 1.12528 
Std 0.10873 0.21984 0.38016 0.06513 

IMOP7 
Avg 1.21415 1.42318 1.49893 1.05289 
Std 0.27403 0.02658 0.17034 0.06492 

IMOP8 
Avg 1.01307 0.62668 0.98974 0.93459 

Std 0.06180 0.05114 0.17574 0.05497 

Friedman Test 
Mean Rank 2.88 1.38 3.13 2.63 

Rank 2 4 1 3 
  

  ویلکاکسون دارعلامت رتبه آزمون نتایج :)9( جدول

 MOCCE – 
MOAHA 

MOCCE – 
MOSMA 

MOCCE – 
MOALO 

R- 28 33 37 

R+ 26 21 17 

R= 0 0 0 
Asymp. 

Sig. p > 0.05 p < 0.05 p < 0.05 

 گیري و کارهاي آیندهنتیجه. 5

الگوریتم تکامل شـوراهاي اي از در این مقاله، نسخه چندهدفه
نام الگوریتم تکامل شوراهاي شـهر چندهدفـه ) با CCEشهر (

)MOCCE ارائه شد. در این الگوریتم، یک آرشـیو بـا انـدازه (
هاي بهینه پرتِو در نظر گرفته و بازیابی جواب ثابت براي ذخیره

گونه شود. همچنین، از این آرشیو براي تعریف ساختار هرممی
ستجوي سازي تکامل آن در فضاهاي جشوراهاي شهرها و شبیه
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گونـه از ایجـاد سـاختار هـرم رطشـ کـردیم. استفاده چندهدفه
ها این است کـه مقـدار هـدف حلهاي آرشیو و بقیه راهحلراه

که بـراي ایـن منظـور، حل محاسبه شود ازاي هر راهدي بهواح
هر تابع هدف را در یک وزنی (ضریبی) ضرب کـرده و مقدار 
 الگـوریتمبراي ارزیابی کارایی  آید.دست میه ها بجمع آنحاصل

چندهدفه شـناخته شـده  آزمونتابع  18ارائه شده، آن را روي 
دست آمده با نتایج ه اجرا کرده و نتایج ب IMOP و UF به موسوم

)، MOALOهدفـه (سازي شیر مورچه چنـدهاي بهینهالگوریتم
خوار مصنوعی مرغ مگس و )MOSMA( چندهدفه مخاطی کپک

میانگین رتبه  آزمون نتایج شدند. مقایسه )MOAHA( چندهدفه

ــدمن، ــوریتم  فری ــالاي الگ ــارایی ب ــه MOCCEک ــبت ب  را نس
)، فاصله GD( نظر معیارهاي فاصله نسلی از ذکورم هايالگوریتم

کنند. یید میا) تMSو بیشنیه گستردگی ( )IGDنسلی معکوس (
مسـائل کـاربردي و  گیري الگوریتم ارائه شده بـراي حـلکارب

عنوان بـه تواننـدنین ارائه نسـخه دودویـی مـیو همچ مهندسی
   کارهاي آتی در نظر گرفته شوند.

  
  

کنند که هیچ تعارض منـافعی تعارض منافع: نویسندگان اعلام می
  ندارند.
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