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Abstract 8 

   Todays, medical intelligence detection systems thanks to artificial intelligence have been changed and 9 
also faced with some challenges. Breast cancer diagnosis and classification is one of medical intelligence 10 
system. There are a variety of screening techniques available to detect breast cancer such as 11 
mammography, magnetic resonance imaging and ultrasound. This research used MIAS mammography 12 
image dataset and try to diagnose and classify benign, malignant masses based on image processing and 13 
machine learning techniques. at first, apply pre-processing for noise reduction and image enhancement 14 
based on Quantum Inverse MFT, and then image segmentation with Social Spider Algorithm.The type of 15 
mass is then diagnosed by the deep neural network(CNN). Obtained results presented that proposed 16 
approach have better performance in comparison to others based on some evaluation criteria such as 17 
accuracy with 99.57%, sensitivity with 91%, specificity with 86. 18 

Keywords: Breast Cancer, Diagnosis and Classification, Quantum Inverse MFT Algorithm, Social Spider 19 
Algorithm (SSA), CNN  20 

Introduction  21 

   Breast cancer is a type of cancer that begins in the breast tissue of women with symptoms such as a 22 
mass in the breast, breast deformity, skin rash, discharge from the nipple, or partial scaling of the skin. In 23 
order to growing cancer, the gene must regulate growth and cell proliferation. These mutations will then 24 
become a mass through cell proliferation. Identifying the transporter gene of this cancer can be an 25 
important step in predicting breast cancer. High volume of genetic information is the one of the most 26 
important problems in representing the large structure and function of biological molecules. Also one of 27 
the most important challenges in bioinformatics is the need to design and produce methods, algorithms, 28 
and tools to convert this large volume of often heterogeneous (low-level) data to higher-level bio-29 
knowledge [1]. The masses are divided into benign and malignant. Visually, benign masses have very 30 
smooth and uniform margins, whereas malignant masses have dark and prominent margins [2].  31 

lecture review 32 

The use of image processing principles and techniques, along with statistical and cognitive pattern 33 
recognition in the diagnosis and automated detection of mammograms has reduced human error and 34 
increased detection speed. The classification results for detection purposes in this paper are 99.11% for 35 
sensitivity, 98.25% for specificity and 98.54 % for accuracy criteria, respectively. Deep learning 36 
techniques in [3] used to diagnose and classify breast tumors. Three different deep learning architectures 37 
including GoogLeNet, VGGNet and ResNet have been considered and an analysis has been performed 38 
between these methods. The results of this method represented that the proposed approach had high 39 
accuracy in diagnosis and classification of tumor areas. [8] In this method, The MIAS and INbreast 40 
datasets were used, and the noise in the image dataset was reduced by using median and Gaussian 41 
filters. In this article, out of 7259 images, 6346 of which were used for training and 913 for testing. They 42 
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used VGGNet, MobileNet, GoogLeNet, ResNet, DenseNet and proposed a deep ConvNet + SVM hybrid 43 
network. The accuracy of their proposed method is 97.8%. In [9], random forest, SVM, decision tree, K-44 
nearest neighbor, and logistic regression methods were investigated with the Wisconsin breast cancer 45 
dataset to determine the best machine learning algorithm. From the point of view of the confusion 46 
matrix, accuracy and precision, it was found that the support vector machine performs better than other 47 
classifiers with an accuracy of 97.2%.. [10], in the pre-processing section, the noise of mammography 48 
images is reduced, then the input data is classified using machine learning techniques such as support 49 
vector machine, logistic regression, and K-nearest neighbor to data classification. 60% of the data is used 50 
for training and 40% for testing, and the accuracy is 97.7. [11] proposed a CAD system for automatic 51 
detection of tumor type by machine learning and using different algorithms. After examining different 52 
machine learning algorithms and different group models with experiments on two datasets, the results 53 
were compared.The results showed that the group method was better than other methods and 54 
achieved 98.80% accuracy. In [12] using graph-based semi-supervised learning method a new 55 
survival analysis model for analyzing the survival of breast cancer patients. In[13] Z-Curve mapping 56 
method has been utilized in order to conversion of DNA alphabetic strings to digital signals. This 57 
method has made use of Linear Predictive Coding model to analyze resultant data for feature 58 
extraction. In addition, this Method is beneficiary of a certain singular value decomposition 59 
computational approaches to select significant features for reduction of dimension.statistical 60 
parameters discriminate cancerous samples from non-cancerous ones. 61 

 Proposed Method 62 

   In the proposed approach, there are three main parts, including pre-processing to improve and reduce 63 
noise of mammographic images using a method called Quantum Inverse MFT Filtering.Because These 64 
images are noisy due to the way they are created. They  have salt and pepper noises that may be confused 65 
with microcalcifications found in mammography images. For this reason, they must be Detected and 66 
destroyed .Then the image segmentation phase is implemented using the Social Spider Algorithm (SSA). 67 
Finally  The type of mass is then diagnosed by the CNN

1
. 68 

Pre-processing Phase 69 

 Each single image in the combination of local threshold and Active Contour is represented by a two-70 
dimensional array of pixels whose values are integers in the range [0,255]. Local thresholding does the 71 
initialization of the images in two steps. Initially, the input noise image is considered as the initial image, 72 
which will be used to eliminate the image noise. Thus, at the end of the first step, there will be a 73 
decomposed image. In the second step, the thresholding is performed on the detail coefficients and one of 74 
these decomposed parts is randomly selected and sent to a reconstruction operation by Gauss Fading.  75 

At the first step, we define a threshold value for noise reduction method and then this Quantum Inverse 76 
MFT Filtering will be apply by three parts in equation (1) to (3) and in this noise reduction steps which 77 
determine some kinds of noises. Active Contour will be apply to determine some variation about these 78 
noises to help Quantum Inverse MFT Filtering for more noise reduction. Quantum Inverse MFT Filtering-79 
based local thresholding and Active Contour can produce a much smoother display. A local threshold 80 
Function and Active Contour with Quantum Inverse MFT Filtering have two main features, first of which 81 
the function is oscillatory or has a wave appearance such as equation (1).  82 

∫  ( )      
 

  

 

(1) 83 

                                                             
1 Convolutional Neural Network 
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   Local thresholding are values which have [0 1] or [0 255] colors. In this case most of the energy at  ( ) 84 
is limited to a finite period of time whose relation is in form equation (2).  85 

∫  ( )    
 

  

 

(2)  86 

The proposed method is generally calculated to reduce the noise in equation (3). 87 
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(3)  88 

Function (3) is aware of the edges of the image and tries to preserve the important features of the image. 89 
(    )

  Section guarantees a certain degree of validity between the evaluated image and the original 90 
image, in which the   evaluated image and the    image are noisy. Parameter    is the period for adjusting 91 
the sum of the variations,   and   are the balancing parameters and   is the sum of the points in the 92 
image. It should be noted that    as a parameter to adjust the sum of the variations means that one 93 
mammography image may be have some noises such as Gaussian, Salt and Pepper or also blur effects. So 94 
this variation used to determine the kinds of these noise variation and calculate its sum. By minimizing 95 
equation (3), the goal is to reduce the overall image variability by maintaining accuracy[13].  96 

Image Segmentation Phase  97 

   Social Spider Algorithm is used for image segmentation.  The Social Spider Algorithm formulates the 98 
search space of the optimization problem as a very high spider web. Each position on the web presents a 99 
practical solution to the optimization problem and all practical answers to the problem that has the answer 100 
on the web. The thread is used as the vibration transfer medium produced by the spiders. Each spider on 101 
the web demonstrates the ability to find the position and fit the solution based on the objective function as 102 
well as the ability to find food sources in the position. Spiders can move freely on the web, but cannot 103 
leave the web until they have found a practical answer to the optimization problem. When a spider moves 104 
to a new position, it produces a vibration that propagates throughout the web. Each vibration holds the 105 
information of one spider, and the other spiders receive information until it receives the vibration.  106 

In fact, the image is referred to as the search space or the web in the Social Spider Algorithm. It is 107 
necessary to create an initial population of spiders on the search space or image that is web. The spiders 108 
move on the web, aiming to accurately identify boundary areas, which have different brightness and light 109 
intensity than other parts, based on color means black and white histograms for gray-scaled images or in 110 
RGB modes. In fact, spiders walk on the edges, moving to the right for precise alignment by shaking the 111 
lines or to recognize edges and light intensity to segment image. The fit function is the segmentation of 112 
the whole image area which is the termination condition.Edges are in mammogram images and in 113 
segmentation after defining initial parameters of SSA, spiders should move to find edges due to their 114 
brightness value which determined in pre-processing by local thresolding in [0 1] or [0 255] colors. 115 
Figure(1) shows segmentation with SSA algorithm. 116 
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 117 

Fig (1) - segmentation with SSA algorithm. 118 

Classification 119 

Now the output of the noise reduction and mammography imaging phase enters as input to the 120 
convolutional neural network. Then, the dot Product between the input and the parameters of each neuron 121 
is performed and finally the convolution operation is performed in each layer. After calculating the 122 
network output, these results are used to adjust the network training parameters and calculate the error 123 
rate. In the next step, based on the calculated error, the back propagation phase begins. Now the gradient 124 
of each parameter is calculated according to the Rule chain and all the related parameters of the neural 125 
network change according to their effect. After updating the parameters, the feed forward step begins. The 126 
trainning ends after a certain number of repetitions. The structure of our proposed convolutional neural 127 
network is shown in Figure (2) and table(1). As can be seen, 16 layers are used. 128 

Simulation and Results       129 

  We used MATLAB platform to simulate our algorithm. The hardware specifications of our device 130 

include a 7-core processor with a 3.4 GHz Intel processor, 6 MB of cache memory, and 6 GB of RAM. In 131 

this research, the MIAS dataset is illustrated using statistical properties. In this dataset, there are images 132 

with both breast cancer and non-breast cancer features.This dataset can be downloaded at 133 

 Fig (2) - Proposed CNN deep neural network structure 134 

http://peipa.essex.ac.uk/info/mias.html link.After simulation and implementation of the proposed 135 
algorithm, good results were obtained.The mini Mias image dataset used in this article and some 136 

Table(1) - The proposed CNN neural network structure 137 

Layer 

Number 

Layer Name Description 

1 Image Input 1204*1204*3  

2 Convolution 8  28*28 Convolutions with Stride [2  2] and Padding ‘same’ 
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3 Batch Normalization Batch normalization 

4 ReLU ReLU 

5 Max Pooling 2*2  Max pooling with stride[2 2] and padding [ 0 0 0 0] 

6 Convolution 16  14*14 Convolution with stride [2 2] and padding ‘same’ 

7 Batch Normalization Batch normalization 

8 ReLU ReLU 

9 Max Pooling 2*2  Max pooling with stride[2 2] and padding [ 0 0 0 0] 

10 Convolution 32  7*7 Convolution with stride [1 1] and padding ‘same’and 
padding ‘same’ 

11 Batch Normalization Batch normalization 

12 ReLU ReLU 

13 Max Pooling 2*2  Mean  pooling with stride[2 2] and padding [ 0 0 0 0] 

14 Fully Connected 100 Fully Connected layers 

15 Soft Max Soft Max 

16 Classification Out Put Cross Entropyex 
 138 

evaluation criteria as ROC and AUC, Mean Square Error (MSE), Accuracy, Sensitivity and also 139 
Specificity used for classification part. The evaluation criteria is as Table (2).  140 

Table (2) proposed method evaluation criteria 141 

Mean Square Error 

(MSE)  

Accuracy (%)  Specificity  Sensitivity  AUC  

0.01  99.57 % 86.00 %  91.00 % 0.87  

 142 
   As it can be seen, our method have good results in classification part. 99.57 % accuracy obtained in 143 
whole fusion method. Finally, a comparison should be made in terms of evaluation criteria. This 144 
comparison requires the use of a series of prior articles that have used the MIAS dataset that can be 145 
compared under the same conditions. The main comparison criterion for the diagnosis and classification 146 
of breast cancer is the accuracy in percent. Table (3) show the results of the comparison of the proposed 147 
approach with other previous methods. 148 
 149 
 150 

Table (3) comparison of proposed approach with recent methods in terms of accuracy 151 

Accuracy (%) References 

98.58% M.Toğaçar., 2020 [4] 

97.8% Mahmood, Li et al.,2021 [5] 

 

97.2% AmineNaji, Aarika et al., 2021[6] 

 

97.18% Roger ,Lincoln S, et al., 2021[7] 

 

97.8% Mahmood, Pei , et al., 2021[8] 
97.2% AmineNaji M, Aarika K, , et al., 2021[9] 
97.7% Usman N, Junaid R, et al., 2022[10] 

 
98.8% Sadia s, Rizwan M, et al.,2022[11] 

99.57 % Proposed Approach 

 152 
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Conclusion  153 

   this approach proposed a three level processing. Quantum Inverse MFT applied due to enhancement and 154 
noise reduction in mammography images.The image segmentation operation is then defined by the 155 
operators of the Social Spider and CNN for classification. The obtained results represented that proposed 156 
method have 99.57 % accuracy which gained better performance in comparison to recent methods. 157 

future work 158 

In this section, suggestions for future work are given, which include: 159 

-Use other standard data sets. For example, DDSM 160 

-Use other deep learning structures. 161 

-In the segmentation part, to increase the accuracy, use the combination of the social spider algorithm 162 
with another classifier such as SVM. 163 
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